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ABSTRACT 
 

There are multiple sources for the signatures that emanate from ships, such as magnetic, acoustic, 
radar, pressure, electric, seismic and optical. Over the past few years, the international community’s 
efforts have mainly centred on reducing magnetic signature with the aim of decreasing a ship’s 
detectability by reducing the generated levels of the Earth’s magnetic distortion in the sea. Nowadays, 
the need to act on the magnetic risk is becoming increasingly clear, both in the military and civilian 
fields, based on requirements for ship stealthiness, security of harbour, critical infrastructures and 
environmental protection. In order to determine the ship's vulnerability to magnetic detection, all 
sources generating permanent and induced magnetic fields must be considered. Understanding and 
controlling magnetic signatures on naval ships is one of the most important aspects for naval forces 
around the world. A great deal of consideration has been put in this field in many countries such as 
the USA, European nations including Germany, Netherlands, Sweden and Norway, as well as in our 
country, Malaysia. The aim of this paper is to provide a basis for understanding underwater ship 
magnetic signature. This paper deals with an overview of natural magnetism, ship magnetic signature 
sources, their magnetism characteristics, signature detection and current technology for reducing the 
resulting magnetic signature. 
 
Keywords: Ship signature; magnetism; magnetic measurement; degaussing (DG); deperming. 
 
 
1.  INTRODUCTION 
 
The Earth has a substantial magnetic field, which generates complex forces that have immeasurable 
effects on animal and human everyday lives. The Earth’s magnetic field exists because of its 
composition, especially because of its core. The core is made up of superheated molten metals or 
alloys disorder with fluctuating magnetic moments under great pressure. Since the molten metals are 
in electrical contact with each other, current flows between them, generating a magnetic field and 
creates magnetosphere. The electronic and thermal transport properties of the Earth’s core are crucial 
for the Earth’s magnetic field (Drchal et al., 2019). This field has both a North and South pole, which 
can be used for navigational purposes, and they are not static (Chulliat et al., 2015). Variations in the 
electric current have caused the poles to migrate as much as 16 km per year (US DoE, 2019). The 
Earth’s magnetic field is generated by an interaction between rotation in the planet’s core and 
electrical currents. The intensity of the Earth’s magnetic field is in reality quite irregular in spite of the 
general symmetry indicated in Figure 1. Indeed the field intensity slowly varies at different rates 
according to the position at the Earth’s surface. The field then creates the magnetosphere, which in 
turn, protects the planet from solar radiation, making it important for life on Earth. Without it, the 
planet's surface would be bombarded by charged particles streaming from the sun that would 
ultimately rip away Earth's atmosphere (Filipski & Abdullah, 2006).  
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Figure 1: The Earth’s magnetic field lines (Filipski & Abdullah, 2006). 
 
Over the past 400 years or so that humans have been measuring the Earth's magnetic field, it has 
drifted inexorably to the west. Figures 2 show the map of predicted annual rate of change of the total 
intensity of the Earth’s magnetic field for the period of 2015 to 2020, derived from the 12th Generation 
International Geomagnetic Reference Field (IGRF) model (BGS, 2019). Now, a new hypothesis 
suggests that weird waves in the Earth's outer core may cause this drift. Throughout those four 
centuries, the anomalies revealed by these declination measurements have shown a tendency to move 
westward (Bardsley, 2018). 
 
 

 
 

Figure 2: Map of predicted annual rate of change of the total intensity of the Earth’s magnetic field for 
the period of 2015 to 2020 (BGS, 2019). 

 
Magnetic signatures occur because of the interaction of ferromagnetic components and conducting 
materials with the Earth’s magnetic field (Froidurota et al., 2002; Holmes, 2006; 2008). It is important 
to understand that there are two different types of magnetism, which are. permanent or remnant 
magnetism, and induced magnetism. Permanent magnetism is when an object creates its own 
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magnetic field (de Boer, 2001; Skomki & Coey, 2016), whereas induced magnetism is the act of a 
force changing a material’s ambient field into a magnet (Gatteschi et al., 2003). More specifically, 
induced magnetism is the combined effect of a magnetic property of the material (permeability), the 
Earth’s magnetic field, and the shape and orientation of the object in the Earth’s magnetic field. When 
an object’s permeability is high, it is considered ferromagnetic and in the presence of the Earth’s 
magnetic field, the two fields create a stronger magnet, which will produce a higher magnetic 
signature (Bright et al., 2014; Gearhart, 2014). 
 
Most of metallic structures, independent of their shape and size, are mainly built from ferromagnetic 
materials, causing them to disturb the Earth's magnetic field and make up the so called magnetic 
signature (Aird, 2000). Figure 3 is an example of magnetic signature that can be characterised and 
identified univocally as a ship, the same way fingerprints identifies human beings. The importance of 
this signature is well-known since early in the past century, mainly in the defence field and especially 
centred on the so-called ship’s magnetic signatures. For example, the detection of ships by naval 
mines based on their magnetic signatures was quite important in the naval field during World War II. 
In parallel with advanced sensors and technological improvements during the 21st century, and 
especially in the defence field, specific techniques have been developed to reduce the level of 
magnetic signature emitted into the sea (Holmes, 2006, 2007).  
 

 
Figure 3: Schematic showing the change in the Earth’s magnetic field recorded  

by a sensor as a ship passes above (Aird, 2000). 
 

This paper comprises of four sections in addition to this introduction section. The second section 
briefly describes the magnetic signature of naval ships. In the next two sections, the importance of 
understanding the magnetic signature emitted from ships is discussed. In the following section, a 
ranging and treatment procedure used to reduce or control the magnetic signatures is described. 
Finally, the paper is completed with the way forward and conclusions. 
 
2. THE MAGNETIC SIGNATURE OF A SHIP 

 
2.1   The Phenomena of Ship’s Magnetic Signature 
 
Naval ships are mainly constructed of steel, causing them to disturb the Earth's magnetic field. Due to 
its distortion effects on the Earth’s magnetic field, a naval ship can be easily detected magnetically 
using a trigger magnetic sensitive ordnance or devices that are designed to detect these distortions. 
During World War II, the Germans introduced magnetic mines, an inexpensive and highly effective 
weapon tethered to anchoring devices. Most naval mines are actually designed to be triggered when 
the magnetic field around them is disrupted which occurs when large amounts of ferromagnetic 
structures in the form of ships or submarines passed overhead (Richardson, 1981; LaGrone, 2014). 
 
Therefore, countermeasure systems should be installed aboard a ship to reduce the ship's effect on the 
Earth's magnetic field disruption and makes the ship virtually undetectable by magnetic mines or 
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other device, with the intention of increasing its survivability (Poteete, 2010). As sensor technologies 
advanced and becoming more sensitive, the process of reducing the magnetic signatures of any naval 
ships or submarines is very critical and important today as compared as it was 80 years ago. This is 
due to the fact that magnetic signatures can easily be detected in the presence of any objects or 
structures made from ferromagnetic materials. In the case of a naval ship’s magnetic signature, it is 
mainly caused by the following four contributions (Holmes, 2006, 2007). 
 

i. The interaction between the steel ship’s structure and the static Earth’s magnetic field. 
ii. The use of cathodic protection to control the corrosion of the metal surface of the ship. 
iii. Eddy currents in the ship’s hull by the motion of the ship in the Earth’s magnetic field. 
iv. Stray fields generated by electrical equipment and cabling inside the ship. 

 
A smaller signature, called the Eddy current signature, also occurs due to the motion of the ship, 
especially its side-to-side rocking motion (Zivi et al., 2001). The motion of the ferromagnetic and 
other conducting materials in the Earth’s magnetic field induces Eddy currents and these, in turn, 
cause a reaction field. In addition, all ships also include equipment for cathodic protection, which 
creates a direct current (DC) electric field surrounding the platform and, in the sea, causes currents to 
flow and return through the hull and produce so-called corrosion-related magnetic signature field 
(Polyamp, 2011).In this paper, we limit ourselves to the first contribution, the interaction between the 
ferromagnetic steel ship and the Earth’s magnetic field. The knowledge of electric and magnetic fields 
can be described in detail using the Maxwell equations (Kaufman et al., 2014).  
 
The ship structure is made out of welded steel plates. Due to the ferromagnetic behaviour of steel, the 
ship structure is magnetised in the presence of the Earth’s magnetic field. This is due to the fact that 
steel has the following complex magnetic behaviour or characteristics (Wagner et al., 1996; Sehitoglu 
et al. 2005; Berti et al., 2015; Aydin et al., 2017; Kachniarz et al., 2018): 
 
(i) Hysteresis: The magnetic memory of steel constantly changes its properties. The changes are 

due to a present background field. The way how the steel is magnetised thus changes over 
time. This complex behaviour can be expressed by a so-called hysteresis curve that shows the 
magnetisation of the steel is in relation to the background field. 

(ii) Magneto-mechanical effects: The behaviour and properties of steel change due to mechanical 
stress. Examples of mechanical stress are bending or welding of steel plates, and damage to 
the ship’s hull because of any incidents. For submarines, the different effects play an 
important role. As the pressure on the submarine’s pressure hull rises when it is deep below 
sea level, the hysteresis curve of the steel hull changes significantly. These effects are called 
the Villari effects (Bieńkowski & Kulikowski, 1980).  

(iii) Inhomogeneous magnetisation: Zooming in onto a steel plate leads to the visibility of so-
called magnetic domains. In each domain, the magnetisation is uniform, but these magnetic 
domains vary in shape and cover the steel plate quite randomly. Therefore, the magnetisation 
of a steel plate is inhomogeneous. When a background field changes, the shape of these 
magnetic domains changes as well and therefore changing the magnetisation of steel. 

 
2.2 Magnetic Signatures Design and Simulation 
 
As magnetic sensors become more sophisticated and are incorporated into naval weapon systems, the 
need to update the magnetic signature management of naval ships becomes increasingly important. 
However magnetic signature management is not always well understood within the naval community 
and there is a tendency to rely on information that may be outdated. For example, when magnetic 
mines were first developed, they could only sense variation in the vertical magnetic field. Therefore 
the initial naval ship demagnetising systems were configured to deal with that threat using horizontal 
main degaussing (DG) coils. Nowadays, the majority of naval mines inventoried around the world use 
multi-axis sensors and trigger on horizontal fields. Thus, it is important to recognise the advancement 
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of magnetic signature technology for the effectiveness in reducing the risk of being detected. To this 
end, identifying, understanding, simulating and modelling the underlying physical processes of 
magnetic signatures have been pursued by previous researchers (Lucas & Richards, 2015; Riley, 
2016). 
 
In general, there are two methods for determining magnetic signature; by measurement and 
simulation. Although measurement has more precision and is more reliable than the simulation, its 
practical restrictions and expenses make it almost impossible to perform this procedure for all types of 
ships and submarines. Besides, in a ship’s designing phase, when the ship is not built yet, the only 
method for signature determination is simulation. Simulation is fast, cheap and convenient for all 
types of ships. However, there are some difficulties in simulation, such as to produce a uniform 
magnetic field just like the Earth’s magnetic field, as well as to have a real model of a ship that 
includes most of its properties and at the same time is simple enough to avoid long simulation time 
(Mahmoudnezhad & Ghorbani, 2014).  
 
For example, in Rosu et al. (2014), in order to assess ship magnetism induced by the Earth’s magnetic 
field, a virtual ship was built, which was further analysed in a special simulation software 
environment (e.g., Ansoft Maxwell). The virtual ship model’s main dimensions and material 
characteristics were similar to the ones of the actual ship. An example of the simulation results in the 
magnetic field representation is shown in Figure 4 (Rosu et al., 2014). The analysis showed the 
impact on ship magnetisation of an external magnetic field oriented vertically. The external magnetic 
field values were chosen from the main IGRF reference model and the simulation results were 
compared to a set of measurements performed on the ship itself, and differences between simulated 
and measured values were further analysed and discussed. 
 

 

Figure 4: Simulation of ship magnetic signature conducted in Rosu et al. (2014). 
 

The study of a ship’s magnetic signature, based on modelling and simulation, consists of finding 
theoretical models that can approximate the ship’s behaviour in a real magnetic field. Based on related 
mathematical formulas or algorithm, among the parameters to be considered in this step include 
theoretical computation of the field at different depths, comparing the results with computer 
simulations, and determining the demagnetisation coils and the variation of the currents passing 
through them (Hubbard, 1996; Aird & Watt, 1999; Wu et al., 2015). In the case of a DG coil 
undergoing a breakdown, simulation can be used as an efficient and practical method to carry out the 
re-degaussing process for a naval ship based on a mock up scale model studied by Kim et al. (2016). 
This is helpful in assessing the risk of a ship, either in an operational situation or at a design stage, and 
in determining the right moment for a deperming treatment (Holmes, 2007; Tian et al., 2017). 
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The Magnetic Research Group in STRIDE is currently conducting a preliminary study in obtaining 
and describing the signatures of naval ships, focusing mainly on the underwater magnetic signature. 
The magnetic signature characteristics collected will then be used to reduce the magnetic induction 
field around naval ships. The outcome from this study will be used as an early warning system, to 
enhance ship readiness and to give further advice if the magnetic signature level becomes critical.  
 
3.  MAGNETIC SIGNATURE DETECTION 

3.1  Magnetic Ranging 
 
The first step in reducing ship magnetic signature is to identify the areas of the ship that are 
contributing to the signature, which calls for an accurate measurement. Determining the coil effects 
and initial optimisation of the magnetic signature require the use of a magnetic range. Due to the 
various steps and physical processes involved, each signature is measured in a different manner, using 
highly sensitive sensors under controlled conditions. Static magnetic ranges are typically equipped 
with a linear array of magnetometers located along east-west and north-south polygon navigation 
routes, which measure the ship’s magnetic field strength as it passes over. Accurate position 
measurement of the ship during this pass allows the field strength to be plotted against the ship’s keel 
position, allowing the effects of the various coils to be evaluated (Choi et al., 2012). For example, a 
typical result of magnetic ranging is given in the Figure 5. The DG system installed on board 
calculates the value of the current of the coil in the downwards (Z) axis direction with the aim of 
reducing the induced magnetisation of the ship with respect to the direction of the Earth’s magnetic 
field (Abdul Rauf et al., 2018). 
 

 
Figure 5: Example of the magnetic signature of a ship with the DG system switched ON and OFF (Abdul 

Rauf et al., 2018). 
 
In order to fix the ranging system, these sensitive magnetometers or sensors, are placed inside the 
support structures fixed on the seabed and are connected to an onshore instrumentation building by 
cables that provide power and a medium for data transmission. It is compulsory to install the support 
structure made of non-magnetic material in order to prevent unwanted magnetic influence. Typically, 
these support structures consist of concrete, fiber glass or polyvinyl chloride (PVC) tubes embedded 
in the bottom. In some cases, more elaborate support structures are employed, depending upon local 
bottom conditions and facility requirements. A complete ranging is an iterative process, combining 
range data with knowledge of the ship’s magnetic characteristics (Polyamp AB, 2011; SAM 
Electronics, 2019a).  
 
In the case of using a portable ranging system, the magnetometer and its digitiser can be embedded in 
an unmanned airborne vehicle (UAV) or drone (ECA Group, 2016), autonomous underwater vehicle 
(AUV) (Amstrong et al., 2009; 2010; Folk et al., 2010; Christopher et al., 2013; Funaki et al., 2014) 
or underwater multi-influence sensor system (Polyamp AB, 2011). The data is transmitted onboard, 
the detection risk is automatically estimated, and the degaussing parameters are computed. For 
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example, the ECA Group announced a first successful mission using a drone based magnetic ranging 
at sea for the Indonesian Navy in July 2018. STERNA is the first UAV based portable aerial magnetic 
range used by a navy in the South East Asian region for operational conditions (Rees, 2018). The 
main advantages of a portable system are the quickness of deployment of the solution (within 15 min) 
and the speed of the measurement (within 45 min). The total operation is performed within 1 h when 
conventional systems require up to a day. Both types of ranging systems require a specific or suitable 
sea area for deployment. The area must be free from regular shipping traffic, depth of the sea range 
area, low current and sea state of less than 2. 
   
3.2  Magnetic Components 
 
As mentioned previously, there are two types of magnetic signatures that can occur, namely 
permanent and induced signatures. The permanent signature, caused by realignment of domain walls 
beyond their reversible energy, occurs when the ship maintains a constant heading in the Earth’s 
magnetic field over a considerable period of time, is subjected to a violent shock or undergoes very 
large changes in mechanical stress (Holmes, 2007). The induced signature results from the 
instantaneous response of the magnetisation due to the heading at a particular time. Permanent and 
induced signatures are often of similar magnitude, although most ships undergo a deperming process 
to try to reduce the former (Santana-Diaz & Tim, 2019).  
 
The components of a ship’s permanent magnetisation are vertical, longitudinal and athwartship 
(transverse) magnetisation. These three components are constant (except for slow changes with time) 
and are unaffected by changes in heading or magnetic latitude. Magnetisation is induced in a body of 
magnetic material when it is brought into a magnetic field. The induced magnetisation depends on the 
strength of the magnetic field and the orientation of the body of magnetic material with respect to the 
inducing field (Bekers & Lepelaars, 2013). For example, consider a ship heading to the magnetic 
north: the horizontal component of the Earth’s magnetic field induces a north pole in the bow and a 
south pole in the stern, or induces a longitudinal (fore and aft) component of magnetisation.  The 
stronger the horizontal component of the magnetic field, the greater the longitudinal component of 
magnetisation (NES 617, 2001). 
 
If the ship starts at the Earth’s south magnetic pole and heads north, the longitudinal component of the 
induced magnetisation starts at zero at the Earth’s south magnetic pole, increases to a maximum at the 
magnetic equator, and decreases to zero at the Earth’s north magnetic pole.  Thus, for a constant 
heading, the longitudinal component changes when the ship moves to a position where the horizontal 
component of the magnetic field is different, or as it is commonly expressed, when the ship changes 
its magnetic latitude. If at a given magnetic latitude, the ship changes its heading from north to east, 
the longitudinal component of the induced magnetisation changes from a maximum on the north 
heading to zero on the east heading. When the ship changes its heading from east to south, the 
longitudinal component increases from zero on the east heading to a maximum on the south heading. 
On southerly headings, a north pole is induced at the stern and a south pole at the bow, just the reverse 
of the conditions on northerly headings (Naval Ships’ Technical Manual, 1992; Bekers & Lepelaars, 
2013). 
 
The longitudinal component of induced magnetisation also changes, to some extent, as the ship 
pitches. The Earth’s field induces an arthwartship component of a north pole on the port side and a 
south pole on the starboard side when a ship is on an east heading.  This is the athwartship component 
of induced magnetisation. Its magnitude depends on the strength of the longitudinal component of the 
magnetic field of the Earth where the magnetic field is at a maximum at the magnetic equator and 
zero at the magnetic poles. The athwartship component also changes when the heading changes.  Its 
strongest magnitude is when the ship is headed magnetic east or west, and zero magnitude is present 
when the ship is headed to the magnetic north or south. The athwartship component of induced 
magnetisation also changes, to some extent, as the ship rolls (Naval Ships’ Technical Manual, 1992). 
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The magnitude of the vertical induced magnetisation depends on the magnetic latitude. The 
magnitude is maximum at the magnetic poles and zero at the magnetic equator. The vertical induced 
magnetisation is directed down when the ship is north of the magnetic equator and up when the ship is 
south of the magnetic equator.  The vertical induced magnetisation thus changes with magnetic 
latitude. Unlike longitudinal and athwartship induced magnetisation, vertical induced magnetisation 
does not change with heading, since a change of heading does not change the orientation of the ship 
with respect to the vertical component of the magnetic field of Earth. The vertical induced 
magnetisation changes, to some extent, when the ship rolls or pitches. In summary, the three 
components of induced magnetisation change as follows (Naval Ships’ Technical Manual, 1992; 
Holmes, 2006, 2007): 
 

i. Longitudinal induced magnetisation changes when either the magnetic latitude or the heading 
changes, and when the ship pitches. 

ii. Athwartship induced magnetisation changes when either the magnetic latitude or the heading 
changes, and when the ship rolls. 

iii. Vertical induced magnetisation changes when the magnetic latitude changes or when the ship 
rolls or pitches, but not when the heading changes. 

 
 
4.  MAGNETIC TREATMENT 
 
4.1  Magnetic Signature Management 
 
Magnetic signature management is a term used by defence scientists to describe the appearance of 
objects on magnetic sensors. Once a ship is delivered and approved at the first magnetic ranging, it 
needs to come back regularly to the range to fine tune its magnetic signature. If not, the signature will 
deteriorate and be a hazard for the ship and its crew, in case it enters lethal waters (Thompson et al., 
2000). Magnetic treatment or silencing is the science of reducing the magnetic signature of a ship or 
submarine.  Generally, reduction of the permanent magnetic signature is accomplished by deperming 
process, constructing ships of non-magnetic materials, controlling Eddy current fields and controlling 
stray fields caused by various items of the ship’s equipment. Due to magnetic fields that are 
constantly being encountered during operations, naval ships and submarines build up a magnetic 
signature. The Earth's natural magnetic fields between the North and South poles are being crossed 
routinely while the ships are underway. The traversing of these natural fields and ships lying dormant 
for extended periods of time during scheduled maintenance result in changes to a ship's magnetic 
signature. Correcting these changes requires a thorough treatment process to minimise the level of 
permanent magnetism. Removing or neutralising a magnetic field is a process known as degaussing, 
and the local range is often called a degaussing range. Specifically, magnetic silencing can be 
achieved using the degaussing and deperming processes (Daya et al., 2005; Zolotarevskii et al., 
2005). 
 
The magnetic management procedure is responsible for measuring, analysing and maintaining records 
of magnetic signature database. All naval ships shall conduct magnetic ranging procedure for 
calibration and checking signature. Every new ship will run the degaussing range for calibration. This 
will determine the initial ship's signature and degaussing coil current settings. This process determines 
the systems' reliability, accuracy and the effectiveness of the ship's degaussing system (Hasril et al., 
2013; Daya et al., 2005). Magnetic signature usually recorded when a ship's entry or leaving naval 
base. After passing over measuring equipment located at or near the bottom of the sea in which the 
ship travel, a report of its magnetic characteristics will be produced. If the strength of its magnetic 
field exceeds a safe operational level, the ship is scheduled to report for calibration ranging. 
Calibration ranging requires the ship to make a number of passes over the range while its shipboard 
degaussing coils are being adjusted and calibrated from information supplied from the control station. 
When the new settings for the degaussing coils have been determined, new degaussing control 
settings are placed in the degaussing folder. The data of degaussing coil or current setting will be used 
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as reference for conducting magnetic ranging and treatment to other ship of the same class. If the ship 
is unable to compensate adequately for its magnetic field because of excessive permanent longitudinal 
or permanent athwartship magnetisation or an irregular permanent vertical magnetisation, the ship is 
scheduled to report for deperming (Sarwito et al., 2017). 
 
 
4.2 Degaussing Systems 
 
The current protocol for reducing a ship’s prevailing magnetic signature is twofold. Firstly, the ship is 
depermed, i.e., it is treated so as to temporarily eliminate the magnetisation. Secondly, the induced 
magnetisation is countered by passing electrical currents through strategically placed on-board coils 
so as to set up an opposing field and thus null out the net field. This procedure is referred to as the 
degaussing process. It is important to remember that magnetic signatures be considered together with 
the available countermeasures and with the defined threats (Naval Ships’ Technical Manual, 1992).  
 
There is a common misconception that magnetic treatment technology can make ships invisible to 
magnetic sensors. The aim of magnetic treatment is to reduce the signatures in specific ships below 
the sensor acuity in a given set of environmental conditions. In certain cases, the signature need only 
be reduced below the certain level at which naval mines are effective. Therefore, the treatment 
process must be able to reduce the magnetic signatures of a ship in order to maintain minimal 
susceptibility of the ship to naval mines. To achieve this, a degaussing system (DG system) will seek 
to compensate for the ship's own magnetic signature as well as for the induced magnetism associated 
with the ship's navigation through the Earth's magnetic field (Gonjari et al, 2017).  
 
Figure 6 showed an illustration of DG coils system (Varma, 2014). The types of compensating coils 
are the main coils (M) that compensate the induced and permanent vertical components of the ship's 
magnetic field; the forecastle induced - quarterdeck induced coils (L) that compensate for the 
longitudinal  induced component of the ship's magnetic field; the athwartship coils (A) that 
compensate the athwartship induced and athwartship’s permanent components of the ship's magnetic 
field (Holmes, 2008). These coils have an optimum effect on the ship’s magnetic field when they are 
used together. The demagnetising coils are very useful to erase the ship’s magnetic background, and 
the compensating coils reduce the inductive effect when the ship is moving through Earth’s magnetic 
field (Choi et al, 2012).  
 
 

 
Figure 6: Typical DG coil system installed on a ship (Varma, 2014). 

 
 
A closed loop degaussing (CLDG) system is an onboard electromechanical system that measures 
onboard local magnetic fields and, using the onboard measurements, estimates the off board magnetic 
fields (Henocq et al, 2003). CLDG basically involves coil design, modern electronics and computer 
technology (including algorithmic control) (MOD, 2008). Figure 7 showed the operational aspect of a 
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CLDG system, where the apparatuses needed to perform CLDG include onboard magnetometers, 
degaussing coils, analog-to-digital conversion/control equipment and a processing computer to 
execute the CLDG algorithm (Demilier et al., 2011). 
 

 

Figure 7: Schematic diagram showing the operational aspects of a CLDG system (Daya et al., 2005) 
 
Not unlike a conventional degaussing (non-CLDG) system, CLDG system employs degaussing coils 
to conduct electrical current. However, in contrast to conventional degaussing, closed loop degaussing 
involves a computerised feedback control system that, in real time on a continuous basis, compensates 
for the changes in the ship's magnetisation on the basis of onboard magnetic measurements. CLDG 
implements an array of magnetic field sensors situated throughout the ship. During navigation, these 
onboard sensors constantly monitor the magnetic environment of the ship so as to detect variations in 
the ship's magnetic signature. In principle, as compared with conventional degaussing systems 
currently installed on many naval ships, CLDG can afford more accurate control of degaussing 
currents for purposes of minimising the ship's magnetic signature and permitting longer ship 
deployment periods between calibrations (Liu et al., 2012; Sarwito et al., 2017).   
 
4.3 Deperming 
 
In conjunction with magnetic treatment technique, ships are routinely bulk demagnetised in a process 
called deperming. The demagnetising process can be made in two ways: component or general 
demagnetisation. Component demagnetisation is conducted using three coils: a longitudinal coil for 
the vertical component of the longitudinal magnetisation; a transversal coil for the vertical component 
of the transversal magnetisation; and a vertical coil for the vertical component of the vertical 
magnetisation.  Each of the three coils is powered from separate power supplies where each power 
supply is capable of precise control over the magnitude and current of the power applied (Kim et al., 
2017). 
 
The conventional deperming procedure is called Flash-D (Baynes et al,, 2002). The concept is to 
demagnetise the ship’s longitudinal magnetisation, and to bias the permanent vertical magnetisation 
so as to almost exactly cancel the locally induced vertical component. Flash-D is implemented by 
subjecting the ship to a sequence of “shots” of an external magnetic field. Each shot consists of a 
stepwise incremental ramping of the externally applied magnetic field components to a predetermined 
maximum amplitude and then a stepwise decremental ramping to zero (Mayo, 2010). With each 
subsequent shot, the polarity of the applied magnetic field is reversed and the amplitude reduced 
linearly. The maximum amplitude is chosen to be large enough so that all magnetic domains are 
aligned. In this way the magnetic history is erased. However, for the larger, highly permed ships, 
facilities are not in place to deliver the required external fields (Holmes, 2008). 
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Newer deperming technologies have been designed to modify the magnetic signature of ships to 
within acceptable levels. Deperming is a process of putting the ship inside a collection of coils or 
placing an arrangement of coils around the ship, and then passing powerful electric impulses 
throughout the coils to generate a magnetic field in opposition to the magnetic field of the ship. In the 
same magnetic treatment facility, cables are connected to the power supply house. Pulses of current 
(up to 6,000 A) are sent through the cable wrapped around the ship or installed on an offshore 
structure. The purpose is to reduce permanent magnetisation and bring all ships of the same class into 
a standard condition. It is normally accomplished only once in a ship's life or when major structural 
changes occur during overhaul. Before deperming begins, all magnetically sensitive equipment is 
removed from the ship. The deperming process is conducted at a specially designed facility. The 
process requires the cables to be energised by a high DC current for a specific duration and 
magnitude. Then, a reverse polarity DC current of the same duration and magnitude is passed through 
the cables. This process is repeated by reducing the duration and magnitude until the ship is depermed 
(Arantes do Amaral, 1996; Holmes, 2006, 2007, 2008). 

 
High DC currents are applied to the magnetic treatment coils to create large magnetic fields within the 
ship under test that reduce the permanent magnetic field of the ship being treated. The onshore control 
station contains a console to allow operator configuration of the power system and applied current. It 
also permits the reporting of status information on the power supplies. Magnetometers stationed along 
the seabed monitor the treatment process, thereby providing magnetic signatures to the treatment 
officer. The sensor array is positioned at the seabed at a depth of between typically 9 to15m. These 
sensors measure and monitor the signature of the ship being treated. The data from the sensors is 
collected by a data acquisition system and is processed by a control computer situated in a control 
office. A DG officer at the onshore station provides a graphical interface to allow analysis of the 
measured signature data. Recommendations of the current pulse magnitudes to be applied are 
provided by the software to assist the operator (Ultra Electronics, 2019; SAM Electronic, 2019a, b).  
 
The deperming range system requires the location of the ship in relationship to the sensors’ relevant 
points during magnetic treatment process.  Therefore, the ship’s position is tracked using a high 
accuracy differential Global Positioning System (DGPS) receiver to enable accurate signature 
measurement (Hasril et al., 2013). The DGPS position measurement system consists of two rovers 
mounted at the bow and stern of the ship, and a base station in the control office is used to determine 
the precise position of the ship with respect to the measurement range sensors. Ship position data 
together with the outputs from the magnetic sensor array are used to produce a magnetic model that 
predicts a keel line magnetic signature (Birsan, 2010). Signature measurements are taken at various 
points in the treatment process and are used to determine the required treatment setting and to confirm 
the success of the procedure. Most of the navies around the world practice the use of the deperming 
process on their newly built ships before commissioning. During the sea acceptance test (SAT) 
procedure, the newly installed onboard DG system will be tested and verified in terms of its 
functionality. After the SAT, the onboard DG system will be used to minimise excess permanent and 
induced magnetic field to achieve magnetic conditions with the acceptable safety limit (ECA Group, 
2016; SAM Electronic, 2019a, b). 
 
Drive-In, Over-Run and Close-Wrap are among the deperming systems used in magnetic treatment. 
Facilities with the Drive-In system (Figure 8) comprise of a fixed construction with the treatment coils 
permanently installed. The ship to be treated enters the facility from one end and is moored in-situ. 
The ship is magnetically treated using high magnetic fields, then is unmoored and exits on 
completion. This type of facility provides for a very fast set up time and treatment of ships. However, 
construction and power supply costs are the highest of all the available types of magnetic treatment 
facilities (Ultra Electronics, 2019; SAM Electronic, 2019a). In 2022, the German and Royal Dutch 
Navy ships are expected to utilise new magnetic treatment facilities in Kiel, Germany. The facility 
will be able to treat naval ships of up to 180 m long and 25 m wide, and is claimed as the most 
modern facility of its kind in Northern Europe, jointly funded by Germany and Netherlands at a cost 
of €54 million (Naval Today, 2017). 
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The second option is the Over-Run system (Figure 9), which comprises of treatment coils 
permanently installed on the seabed. These coils produce a large magnetic field that deperm the ship 
as it transits over the treatment facility in a succession of runs. The greater the depth of water, the 
greater the current required to achieve the magnetic field levels at the ship's hull necessary to modify 
the magnetisation and provide the required level of signature reduction. The Over-Run system is the 
simplest method of treating a ship as there is no requirement for mooring or berthing the ship although 
treatment can still take many runs over the coils for some ships. Whilst less expensive than the Drive-
In treatment system, it is still an expensive system, and the sea-bed installed coils and sensors can be 
susceptible to damage from dredging, trawling or anchorage (Ultra Electronics, 2019; SAM 
Electronics, 2019b). 
 

 
 

Figure 8: A Drive-In magnetic silencing facility at Kings Bay, Georgia, USA (SSFM International, 2019). 
 

 
Figure 9: Schematic drawing for a static Over-Run deperming process (UltraElectronics, 2019). 

 
Third option is the Close-Wrap system (Figure 10) with configurable coils sets to treat both ships and 
submarines, and can be supplied in various formats from fixed, permanent systems to fully portable 
systems with floating coils with independent power supplies. The treatment has a long lasting effect 
for all ship types. The system requires a set of coils turn to be wrapped directly around the ship to be 
treated. The cables are specially designed for each ship to prevent unwanted contribution factors to 
the treatment process (Ross et al., 2012). A floating Z-coil is also provided. A portable version of the 
treatment system is available, which allows the system to be used in several different locations or put 
into storage when not in use, thereby freeing up the dockyard and jetty space. The main difference 
between a fixed and portable close wrap treatment facility is that with the fixed arrangement, the Z 
coils and sensors are permanently installed, whereas with the portable systems the Z coils are free-
floating and hence removable (SAM Electronics GmBH, 2019a, b).  
 
After the deperming process, ideally the ship is nearly demagnetised. In reality, it actually has a 
vertical permanent magnetisation that is counter to the assumed induced vertical component so that 
the total magnetisation vanishes to within a few percent. This situation does not persist for long since 
the ship is constantly subjected to the Earth’s magnetic field and to mechanical stresses. Thus a 
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recently depermed ship relaxes to a state in which the locally induced magnetisation is the dominant 
magnetic signature. On a longer time scale of months, components of the permanent magnetisation 
recover to values comparable to those before the deperming treatment. Therefore, it is necessary to 
range the magnetic signature of in service ships regularly to determine when deperming is necessary. 
It is unfortunate that temporal changes in the permanent magnetisation after deperming have not been 
adequately monitored. The disadvantage of deperming is that it is not stable, and the ship must be 
checked periodically once every three or six months (Navy Daily, 2013; Goldberg, 2015). 
 

 

 

Figure 10: HMCS Toronto, which is being depermed (close wrap) at Lambert's Point Deperming Station 
in Norfolk, Virginia (Rago, 2018). 

 
 
5. CONCLUSION AND WAY FORWARD  
 
Ships are made from a great number of metallic components with distinct magnetisation properties, 
which is sailed through the sea, produce a magnetic signature. This signature is unique and will be 
different for each class of ships and depends on the latitude of the navigation area, operational nature 
and also of the ship’s geometry. Understanding the effect of magnetic signatures and treatment 
selection in dealing with this issue will provide naval operators with advanced information on the 
readiness and capability to operate safely in high risk waters.  
 
Advances in magnetic sensing technologies have increased the threat from underwater mines, a trend 
that is expected to continue. Reducing mine risk requires significant signature advancements. Thus, 
magnetic ranging and DG systems must be capable to measure and reduced the ship magnetic 
signature. Measurement of the magnetic signature of naval ships allows one to determine a ship’s 
vulnerability to magnetic mines. In addition to improved magnetic signature measurement, analysing 
and treatment capabilities as well as magnetic ranging and treatment facilities are required and must 
respond to current and emerging threat capabilities to achieve adequate magnetic reduction properties. 
The temporal, spectral, and spatial characteristics of ship magnetic signatures that can be exploited by 
threat sensors must be quantified, and their sources identified and understood in order to find effective 
approaches to mitigate the risk. Significant investment has to be made in technical expertise and 
facilities to ensure evolutionary technology in ship signature reduction is achieved and permitted to 
the operational mission successes. 
 
In the military context, we are interested in ways to avoid detection. Thus, magnetic modelling for 
signature prediction of in-service ships and ship at design phases is very important. The threat must be 
countered through continued research and development in the nature of the ambient magnetic 
environment, magnetic signature management and magnetic countermeasures. Simulation and mock 
up model measurement are used to study or predict the magnetic signature properties of various ships 
and other objects of interest, especially in the design phase. Clearly, specific measures are needed to 
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ensure that adequate ship magnetic signature technology is available and applied in the future to 
achieve the required standards of ship magnetic signature safety levels. The emphasis should be given 
in  maintaining a ship signature database, develop improved and modern measurement capabilities 
and treatment facilities, develop physical and computational tools necessary to effectively predict, and 
support ship signature analysis.  
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ABSTRACT 
 
In recent years, there has been an increasing interest in the field of engineering materials all over the 
world. Many researchers are now competing to fabricate an electronic device to meet the 
technological demand by using new conductive materials. This study is focusing on the development 
of the new material, grapheme, and the procedure that was carried out by using a simple method 
involving mixing, printing and curing processes in order to produce conductive ink according to the 
formulation. Four samples with different percentage of filler loading are successfully done starting 
from 10 to 40 wt. %. Fabricated samples were characterised by using four-point probe and image 
analyser in order to determine the best formulation of conductive ink. From the obtained result, it was 
found that 40% of graphene filler had the best formulation with low resistivity which resulting high 
conductivity ink. 
 
Keywords: Conductive ink; graphene nanoparticle; electrical properties; microstructure. 
 
 
1.  INTRODUCTION 

 
Many countries all over the world including Malaysia are now focusing more on conductive ink in 
order to enhance its characteristics to be useful and applicable in variety of fields such as radio 
frequency identification (RFID), automotive sensor, touch screen, flexile batteries as well as printed 
circuit board (PCB) (Chang et al., 2012). In the last few years, the development of technologies for 
conductive ink grew significantly. Nowadays, countless devices are relying on printed electronic 
technologies that possess remarkable characteristics such as flexibility, stretch ability and lightweight, 
and enormously used in many applications and designs. Conductive ink can be described as an ink 
that is printed on an object and is capable of conducting electricity as shown in Figure 1 (Woo et al., 
2008; Hu et al., 2010). 

 

 
Figure 1: Ink jet printing on Polyethylene terephthalate (PET) substrate (Source: Woo et al., 2008). 

 
Generally, there are three main components involved in producing an effective conductive ink; a 
conductive material, a polymer binder and a solvent. There is a wide range of conductive materials 
that are being used for conductive inks namely metal based materials (silver and copper), carbon 
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based materials (graphene and carbon nanotubes) as well as nanoparticles metals (Merilampi et al., 
2009; Jeong et al., 2011; Chatterjee et al., 2012). Furthermore, each of these materials offers their 
own excellent properties that produce distinguished characteristics of conductive ink. However, the 
high cost, low content and electro migration behaviour especially for silver, limit their widespread 
industrial application. In addition, copper has become an attractive alternative material to silver due to 
its comparable bulk conductivity. However, copper can be easily oxidised. This study is focusing on 
graphene because it is one of the major components in conductive ink that acts as a conductive 
material called filler. Filler is used to strengthen the composite and minimise polymerisation 
shrinkage, which leads to the forming of conductive coating. Graphene is also known as one of the 
best electrical conductor (Zhang et al., 2016). 

 
Currently, variety of techniques have been developed to prepare good quality graphenes including 
mechanical cleavage, epitaxial growth, chemical vapour deposition (CVD), total organic synthesis as 
well as chemical method (Singh et al., 2011). Clearly, graphene is extensively explored due to its 
promising carbon nano filler that contains high surface area (2,630 m2/g), excellent thermal 
conductivity (5,000 W/ms), high Young’s modulus (1 TPA) (ability of the material to withstand the 
changes under tension and compression), high value of white light transmittance (97.7%), electron 
mobility (2.5x105cm2/vs) (how quickly an electron moves through a metal), electromagnetic 
interference (EMI) shielding ability, flexibility and transparency (Novoselov et al., 2012). Figure 2 
shows the SEM of fracture surface of Graphene Nanoparticle (GNP) / epoxy composite. 

 

   

Figure 2: SEM of fracture surfaces of GNP/epoxy composite (Source: Prolongo et al., 2014). 
 

On the other hand, polymer binder (epoxy resin), which is one of the most important thermosetting 
plastic with a wide range of applications in various industries is used as a binder in this study. Epoxy 
is typically consisted of two parts: the resin and hardener, which are mixed to cause it to cure. In order 
to form conductive inks, epoxy resin is the most compatible polymer binder mostly to its viscosity 
behaviours. It is frequently used in demanding applications due to excellent chemical and corrosion 
resistances, outstanding adhesion properties, low shrinkage and low price (Chatterjee et al., 2012). 
 
As for hardener, it is a solvent that is added in the ink mixture to harden and produce strong and more 
durable ink as well as curing agent for epoxy. Hardener plays an important role in water absorption of 
epoxy (Wu et al., 2005).  Furthermore, other than major components of conductive ink (filler, binder 
and hardener), substrate is also important. It functions as the medium for surface printing and must 
has the ability to withstand the curing temperature. In addition, the properties of the substrate must be 
kept constant during the experiment, so that it will not affect the ink during curing process. Therefore, 
glass slides are used due to its great resistance to moisture and oxygen, chemical barrier, good quality 
of surface and high stability of thermo-mechanical combination (Hrehorova et al., 2011). 
 
Basically, the procedure of producing effective conductive ink that contains high conductivity 
involves the formulation of ink loading, printing procedure, ink-substrate interaction and the curing 
process. For the formulation of conductive ink, the relationship between filler, binder and hardener is 
important. It determines which ink loading contains high conductivity. The ink loading is printed on 
the glass substrate and it will go through curing process in the oven at certain time and temperature 
(Yang et al., 2016). 
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In this study, three main objectives were investigated specifically in the formulation of the composite, 
the characterisation with the determination of electrical and morphological properties and material as 
well as the potential applications of the composites. The experiment was first given to the formulation 
of the composite formed by an epoxy matrix in which graphene particles are dispersed, providing 
conductivity to the material. Besides, the main concerned part is the characterisation of these 
materials, which helps to understand their behaviour. The investigation regarding the characterisation 
of conductive ink is able to give proper understanding through various methods including 4-point 
probe and image analyser. All the above steps are repeated for the ink loading with the highest 
conductivity and printed out in various patterns. The purpose is to identify which type of pattern has 
the lowest resistivity or highest conductivity. In this experiment, the formulation of the conductive ink 
is studied to find the optimum ratio of graphene reinforced epoxy. The obtained results from this 
study will open up opportunities to produce new generation of high conductive inks.   

 
 

2. METHODOLOGY 
 
Graphene Nano platelets with the surface area of 500 m2/g were used as the main filler in this study. 
Epoxy resin used as binder to bind the particles together and hardener is used for hardening the 
mixture, respectively. The composition of the filler loading was tabulated in Table 1.  
 
 

Table 1: The composition of filler loading. 
Sample Filler Binder Hardener (g) Total (g) 

(%) (g) (%) (g) 

1 10 0.2 90 1.8 0.54 2.54 
2 20 0.4 80 1.6 0.48 2.48 
3 30 0.6 70 1.4 0.42 2.42 
4 40 0.8 60 1.2 0.36 2.36 
5 50 1.0 50 1.0 0.30 2.30 
6 60 1.2 40 0.8 0.24 2.24 
7 70 1.4 30 0.6 0.18 2.18 
8 80 1.6 20 0.4 0.12 2.12 
9 90 1.8 10 0.2 0.06 2.06 

 
 
The filler loading of the samples were set at 10 wt.%, 20 wt.%, 30 wt.%, 40 wt.%, 50 wt.%, 60 wt.%, 
70 wt.%, 80 wt.% and 90 wt.%. The amount of hardener loading was 30 wt. % of the amount of the 
binder loading. This total value had been decided before the formulation process started. 
 
The dispersion of graphene, reinforced epoxy resin and hardener were achieved by a simple method 
involving mixing, printing and curing processes as shown in Figure 3. Firstly, the materials were 
weighed by using digital analytical balance. As the loss of weight of the materials was taken into 
consideration, the weight of the mixture should be slightly higher than the desired value within the 
tolerance of ±0.05. The same process was repeated for each case with different weight ratio depending 
on mixture composition. After the weighing process, all the materials were mixed together in a 
beaker. Then, it proceeded with the stirring process, which took about 10 minutes at room temperature 
by using glass rod. In order to obtain well-dissolved mixture, the stirring process was done in one 
direction either clockwise or anticlockwise and the stirring speed must be consistent throughout the 
stirring process. Before the printing process started, the gap was constructed on the glass slide by 
using scotch tape with the space of 0.3 cm. 
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                                                    (a)                                                            (b) 
   
    

 
 
 
 
 
 
 
 
 
 
 
 
 

    (c)                                                              (d) 
Figure 3: The procedure of the experiment:  (a) Weighing the materials (b) Mixing and stirring process 

(c) Printing process (d) Curing process. 
 
 
 
 
After the construction of the gap on the glass slide was completed, printing process was carried out. 
The selected method to print the mixture of ink on the substrate in this experiment was doctor-blading 
techniques. This technique allows the thickness of the ink exposure to be controlled manually. A 
sharp blade was used to move the ink across the substrate at a constant speed to ensure the ink was 
fully exposed at the constructed gap. The exact same steps were repeated in adjusting the exposure of 
ink over the gap until the desired thickness was obtained.  
 
In the final step, curing process took place in order to improve the bonding between the particles of 
filler, binder and hardener. Curing was also applied to melt and harden the mixture with the help of 
the hardener. Therefore, adhesion between ink and the substrate could be improved. The gaps 
constructed on samples are shown in Figure 4. 
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Figure 4: Gap constructed on samples. 
 
After the printed sample was fully dried, the scotch tape was removed manually from the glass slide 
in order to view a well-defined track of ink before proceeding with analysis process. Then, three 
marks were constructed on the glass slide next to the ink layer in order to indicate the position of spot 
to be analysed. 
 
The characterisation of the samples consists of the analysis of particle shape and size, morphology 
and the dispositions of nanoparticles. The surface microstructure of the printed samples was analysed 
using image analyser to determine the homogenous of the ink. Determination of sheet resistivity 
values of the samples in ohms-per-square was carried out by using four-point probe. It is very 
importance to know the conductivity of the samples. Four-point probe works by forcing a constant 
current along two outer probes and the voltage is read out from the two inner probes (Gao et al., 
2014). The apparatus of the four-point is probe shown in Figure 5. 
 

   

Figure 5: Four-point probe and image analyser that been used in characterisation process. 

 
3. RESULTS & DISCUSSION 
 
The resistivity, stability and microstructure of ink were discussed to find out the best ink formulation 
based on the recorded data through four-point probe and the images from the microscope. Figure 6 
shows the obtained samples after curing process. Three lines of rectangular shape of ink were 
produced on the sample. The lines were marked as Line 1, Line 2 and Line 3. On each line, three 
points were marked as Point 1, Point 2 and Point 3 to determine the electrical properties and 
microstructure behaviour of the samples.  
 

 
Figure 6: The schematic of printed sample ink on the glass slide substrate. 
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Table 2 shows the obtained values of resistivity for each marked point on the sample by using four-
point probe. Notably, the average thickness of each ink is 0.0625 mm, measured by image analyser at 
the cross section of the printed sample.  
 
From all the prepared samples, the results reveal that only two samples have the existence of 
resistivity (30 wt. % and 40 wt. %). When the samples have the existence of resistivity, it means the 
samples have the own conductivity level, respectively. At 10 wt. % and 20 wt. %, there is no 
existence of resistivity due to the small amount of filler loading. Small amount of filler loading leads 
to agglomeration effect. No electrical conductivity is produced due to agglomeration effect. 
Therefore, there is no resistivity values obtained.  Whereas, 50 wt. %, 60 wt.%, 70 wt.%, 80 wt.% and 
90 wt.% unable to form an ink mixture since the combination of the three materials still producing 
powder during mixing and stirring processes (Merilampi et al., 2009).  

 

Table 2: Result of electrical performances of the differences filler loading. 
  Filler (%) Point 10 20 30 40 50 

Line 1 (Ω/sq) 1 - - 6408.86 5109.51 - 
2 - - 6189.85 5396.41 - 
3 - - 6325.46 5364.05 - 

Average (Ω/sq) -  - 5289.99  
Line 2 (Ω/sq) 1 - - 6207.71 5035.27 - 

2 - - 5711.82 4887.01 - 
3 - - 5852.33 4917.43 - 

Average (Ω/sq) -  - 4946.57  
Line 3 (Ω/sq) 1 - - 6473.63 4058.13 - 

2 - - 6459.89 4286.02 - 
3 - - 6096.76 4293.72 - 

Average (Ω/sq) - - - 4212.623  
Average resistivity 

(Ω/sq) 
- - - 4816.394 

 
- 

 

The change of resistivity at different determination points on the samples are shown in Figure 7. From 
the graph, 30 wt. % of ink mixture shows higher resistivity as compared to 40 wt. %. This is due to 
more conductive graphene exists in the sample and causes the resistivity to become low. Low content 
of graphene produces higher resistivity for the sample. It is proven that the higher the percentage of 
filler loading, the lower is the resistivity (Merilampi et al., 2009). 
 
During the printing process, there is a possibility that the ink is not well-distributed all over the gap 
between the scotch tape on the glass slide when the blade is moved across the gap due to the speed or 
the viscosity of the ink. When the speed of blade increases, the ink may lose and as a result, may not 
cover all the gap area. As for the viscosity of the ink, it increases with higher filler content. Ink with 
high viscosity is hard to print in compliance with the texture of ink. Some regions may have different 
thickness, which leads to the different spreads of conducting material. 
 
During the measurement of electrical properties by using four-point probe which is to measure the 
resistivity, basically the values are not stable due to the time gap produced by four-point probe before 
taking the data. Longer time is needed to obtain the resistivity value for high resistive samples due to 
RC (resistance-capacitance) delay (Prolongo et al., 2014). It is because, current requires some time to 
climb up to the saturation value. Once the data is stable, only certain measurement points can be taken 
and the average value can be obtained. Thus, when an inconsistent of time is spent, it produces 
unstable resistivity values (Merilampi et al., 2009). 
 
Image analyser was used to determine an image analysis on the ink to investigate its microscopic 
condition. In this section, all of the microstructure images were divided into two categories, which 
were microstructure with no conductivity as in Figure 8 (a) and (b) and microstructure with 
conductivity as in Figure 8 (c) and (d).  
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The microstructure images were organised in accordance to their filler loading with tales of 
magnification of 5x. Figure 8 (a) to (d) show the microstructure of the samples. The samples are from 
10% to 40% of the graphene nanoparticles.  The figure shows different image of microstructure 
particularly the shape of particle and size for different filler loadings. In Figure 8 (a) and (b), the dark 
spots show the occurrence of agglomeration effect in the microstructure due to less presence of 
graphene as compared to (c) and (d). From Figure 8 (b) to (c), the ink is well-dispersed because of 
higher filler loading. Higher filler loading enables the percolation network to transform the insulator 
to conductor.  

 

 
 
Figure 7: The sheet resistance of graphene ink against determination point (level of conductivity vice versa of level 

of sheet resistance). 
 

 

  
       (a)                                         (b) 

  
       (c)               (d) 

Figure 4. Microstructure image of graphene as filler loading:  (a) 10 wt. %, (b) 20 wt.%, (c) 30 wt.%      
(d) 40 wt.%. 

 

The 40% of graphene 
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Determination point
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4. CONCLUSION 
 
The aim of this work was to study systems formed by carbon-based filler dispersed in a polymer 
matrix. This work was done to characterise them, allowing a better understanding of the complex 
system and to propose adequate formulations of the final material in order to control and optimise the 
electrical properties for the target applications. To complete the study, optical microscopy ensures that 
the fabrication process led to composite that appeared homogeneous.  Based on the results, it can be 
pointed out that the filler loadings of 10 wt. %, and 20 wt. % did not have any existence of 
conductivity, while 30 wt. % and 40 wt. % showed the existence of conductivity. Hence, the decision 
to choose the optimum filler loading was merely based on the filler loading of 30 wt. % and 40 wt. %. 
Various compositions between filler, binder and hardener were able to produce different results based 
on resistivity and the microstructure behaviour. The composition and amount of polymer matrix, the 
particles amount and distribution have an effect on electrical properties as well as mechanical 
properties of graphene ink conductor. Percolation was also an important theory or property that was 
required to be properly understood. As for now, filler at 40% was chosen as the base formulation to 
produce high conductive ink. Moreover, the process to formulate the 40 wt. % ink was easier as 
compared to ink that contains higher percentage of filler loading. Although much remains to be done, 
the extensive formulation and characterisation work has been accomplished, and given the 
fundamental tools and knowledge that has been researched, this will hopefully lead to many 
commercial applications of these material in the future. 
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ABSTRACT 
 
While nickel based alloys possess great chemical attraction and very low thermal conductivity, their 
machining is very complex. Shorter tool life with high wear is quite obvious during turning of these 
alloys, due to excessive friction and temperature. With the intention of increasing tool life, cryogenic 
treatment followed by tempering was carried out on multilayer coated inserts. The treated and 
tempered inserts were compared with the untreated ones for dry turning of Inconel 718 alloy. The 
outcome revealed that the tempered inserts outperformed the untreated and treated ones while 
investigating tool wear and cutting forces. In addition, the tempered inserts exhibited higher scratch 
resistance and lower chip tool contact distance. 
 
Keywords: Inconel 718; chemical vapour deposition; cryogenic treatment; dry turning; nickel based 

alloy. 
 
 
1.          INTRODUCTION 
 
Nickel-chromium super alloys (Inconel 718) have great functioning capability at extreme 
temperatures (around 800 to 900 °C). Due to its high creep and corrosion resistance, Inconel 718 is 
the most widely used alloy in aerospace engineering applications (Thakur et al., 2009; Zhang et al., 
2018). As nickel (Ni) based alloys offer great resistance to wear and high thermal stability, they are 
capable of withstanding elevated stress and thermal conditions, particularly for prolonged periods 
(Thakur & Gangopadhyay, 2016; Oliveira et al., 2017; Kuppuswamy et al., 2017). Conversely, due to 
its low thermal conductivity and great chemical attraction, Ni based alloys possess very poor 
machinability characteristics (Arunachalam & Mannan, 2000; Zhu et al., 2013). This makes 
machining difficult by enormously augmenting the friction and temperature at work zone. 
 
Machining Inconel 718 under dry environment has become a major challenge to all the researchers in 
the field of manufacturing. The severe heat generation during machining of these alloys results in 
intense adhesion and abrasion of the cutting tools. This in return shortens the life of the cutting tool, 
affecting the overall performance (Cantero et al., 2013; Adem Çiçek et al., 2013). Therefore, the 
prime challenge in the machining of Ni-based alloys is to exploit a cutting insert that asserts great 
stiffness, elevated wear resistance and hot hardness, along with great chemical and thermal stability 
(Sharman et al., 2004). 
 
Cryogenic treatment (CT) is a flourishing method to improve strength and toughness, thermal 
conductivity, microstructure and microhardness, and resistance to wear and fatigue of the substrate 
(Nirmal et al., 2010; Firouzdor et al., 2011). In this technique, the substance is cooled to sub-zero 
temperature to facilitate enhanced mechanical properties. Basing on the temperature of soaking, the 
cryogenic process is classified as deep cryogenic treatment (DCT) (-145 to -196 °C) and shallow 
cryogenic treatment (SCT) (-80 to -145 °C) (Molinari et al., 2001; Deshpande et al., 2018). 
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So far, extensive research work has been conducted in enhancing the wear properties and life of 
cutting tools using cryogenic treatment. It has been successful and efficiently implemented in many 
machining methods, such as drilling, milling and turning (Vadivel & Rudramoorthy, 2009). Yet, 
cryogenic processing in the field of metal cutting is mostly restricted to ferrous materials. In a study 
by Firouzdor et al. (2011), carbide inserts were subjected to DCT (-196 °C) and SCT (-110 °C), and 
tool surface roughness (Ra) and flank wear (VB) being examined. It was observed that the 
cryogenically treated inserts outperformed untreated inserts. In addition, it was concluded that there 
was subsequent improvement in tool life of DCT inserts as compared to SCT inserts.   
 
Dhananchezian et al. (2011) conducted a turning experiment on Ti-6Al-4V (Titanium alloy) using a 
TiAlN coated carbide insert. The insert was cryogenically processed and operated at two different 
cutting speeds. The results exhibited that at the higher cutting speed, there was substantial 
improvement in tool life of the DCT inserts, which also presented reduced tool wear. This can be 
ascribed to the enhanced hardness of the DCT inserts, which prevented edge chipping. In a previous 
work by Çiçek et al. (2013), uncoated carbide inserts were subjected to DCT at -145 °C and were 
used in AISI H13 steel turning. The outcome suggested that the enhancement of wear resistance 
improved flank, crater and notch wear by 29, 69 and 81% respectively. Furthermore, the severity of 
the plastic deformation was reduced because of the increased thermal conductivity of the DCT inserts.  
Özbek  et al. (2014) performed a turning experiment on AISI 316 steel using DCT inserts. The inserts 
were cryogenically processed at -145 °C for 12, 24, 36, 48 and 60 h. The results suggested that the 
DCT insert with 24 h soaking time yielded better life of tool and wear resistance. This was ascribed to 
the improved grain refinement and hardness in the insert.  
 
A study was conducted by Podgornik et al. (2016) to determine the influence of cryogenic treatment 
over the wear resistance and toughness of tools. It was found that depending on the chemical 
composition, the tool steels responded to the treatment. It was concluded that there was an 
enhancement of 70% in mechanical properties of low carbon and high tungsten-cobalt tool steel, but 
limited improvement in high-speed steel. Chetan et al. (2017) performed a study comparing the 
performance of coated and uncoated inserts that were processed with DCT. The experiment was 
carried out under dry turning of Nimonic 90. It was found that the scratch resistance substantially 
improved when coated inserts are subjected to the cryogenic process. Apart from this, the work 
disclosed that the DCT for coated tools reduced tool forces and wear. Kursuncu et al. (2018) 
performed an experiment on turning Inconel 718 using carbide inserts of different coatings subjected 
to CT. The outcome revealed that the hard eta-phase improved by 18%, which resulted in good 
adhering between coating and substrate. In addition, the improvement in hot hardness and thermal 
conductivity in DCT inserts resulted in enhanced tool life.  
 
According to the literature study, the evolution of cryogenically treated carbide inserts has been very 
successful in the field of manufacturing. However, the use of DCT carbide inserts has been very 
limited in turning of nickel based alloys. Being the first of its kind, Thakur et al. (2015) performed a 
turning experiment on Inconel 718 using uncoated DCT inserts. Besides that, Chetan et al. (2017) 
studied the performance of coated and uncoated DCT inserts in machining Nimonic 90. However, the 
literature presented no apparent conclusion on the wear behaviour of DCT inserts while turning nickel 
alloys. Moreover, as there has been very limited investigations regarding tool forces, surface 
roughness and wear mechanism, the accurate machining performance is not comprehensible. 
However, the above literature works stated that the performance of DCT inserts depend on soaking 
period, but no work was performed for turning of nickel based alloys. Therefore, this study 
concentrates on investigating the machining performance of DCT inserts followed by tempering of 
various soaking periods during dry turning of Inconel 718. 
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2.          METHODS AND MATERIALS 
 
2.1        Inserts 
 
Multilayer coated carbide inserts produced by Sandvik Coromant, with ISO designation of DNMG 11 
04 08 PM 4325) were used in the experiment. The tool geometry is shown in Figure 1, where it can be 
seen that the insert has 11 mm cutting edge effective length (LE), 9.525 mm diameter of inscribed 
circle (IC), 4.763 mm thickness (S) and 0.8 mm tool nose radius (RE), with four cutting edges.  
 

 
Figure 1: Pictorial presentation of tool geometry (Photo courtesy of Sandvik Coromant, India). 

 
A multilayer coating (TiCN/Al2O3/TiN) of 2 µm average thicknesses each (Figure 2) was applied on 
the cemented carbide using the chemical vapour deposition (CVD) technique. A tool holder from 
Sandvik Coromant, with ISO designation of PDJNR 25 25 M 11, was used to mount the insert. The 
combined tool designation offers 93° principle cutting edge angle, -6° back rake angle, 5° clearance 
angle, 80° including angle and 95° approach angle. 

 

 

Figure 2: Microscope image of the coating thickness. 
 
 

2.2         Workpiece Material 
 
The commercial grade nickel super alloy Inconel 718 was used in this experiment. As the alloy 
possesses excellent tensile and impact strength as well as high oxidation and corrosion resistance, they 
are particularly used in gas turbines and jet applications. The round rods of 40 mm diameter were 
turned to a length of 250 mm. In order to avoid vibrations during turning operation, a central drill was 
holed and the support was taken from the tail stock. The elemental analysis of the workpiece was 
given in Table 1. 
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Table 1: Elemental analysis of material. 

Element C Mn P S Si Cr Ni Mo Ti Al Co Cu Fe 

W % 0.07 0.3 0.009 0.012 0.27 18.3 52.67 2.92 0.78 0.64 0.9 0.27 Balance
 
 
2.3         Cryogenic Treatment (CT) 
 
DCT was performed on multilayer coated carbide inserts in three groups, as DCT, DCT followed by 
tempering (DCT+1T) and DCT followed by double tempering (DCT+2T). These three classified 
inserts were compared to an untreated carbide insert (UT). The CT was performed using a 
microcontrolled PT-100 sensor with cryogenic processor, which has an accuracy of 1 °C. The 
processor is connected to a Worthington dewar with containment of 240 L to ensure the supply of 
liquid nitrogen. The cryogenic equipment is displayed in Figure 3(a), while the cryogenic cycle is 
shown in Figure 3(b). Initially the inserts were cooled down to a temperature of -196 °C, with 2 °C 
per min cooling rate. As per the previous literature study (Özbek et al., 2014; Chetan et al., 2017) and 
their recommendations, soaking period of 12 h was chosen. Then, the inserts were brought to ambient 
temperature at heating rate of 2 °C per min. As the final step in the treatment, the inserts were 
tempered at 200 °C for 2 h. This step was taken to relieve the internal residual stresses that are formed 
during the processing (Nirmal et al., 2015). This procedure is common for all DCT processes. 
Furthermore, tempering at 200 °C for 2 h was performed for the DCT+1T insert, while an additional 
tempering at the same temperature for another 2 h was performed for the DCT+2T insert. Lastly, the 
inserts were air cooled to room temperature. 
 
 

 

Figure 3: Cryogenic treatment of the inserts: (a) Cryogenic plant   (b) Cryogenic treatment cycle. 
 
2.4        Machining and Inspection 
 
A computerised (automated) Vickers hardness tester was employed for measurement of 
microhardness of the inserts. Indentation was imposed on the specimen using a diamond intender. The 
intender has a tip angle of 136°, which applied a load of 5 N for dwell time of 10 s. Microhardness 
was measured at three different areas and the average was considered the final value.  
 
Scratch test using a Tribo tester was performed on all the inserts to identify the impact of cryogenic 
processing on CVD coating. A diamond intender with 200 µm nose radius and 120° tip angle was 
used to inflict a scratch of 6 mm length at 30 mm/min sliding velocity. The experiment was performed 
for all the inserts at constant loads of 30, 40 , 50, 100 and 150 N, and variable loads of 10 to 150 N. 
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A semi-automated machine was used to perform the turning operations. The specifications and 
machining parameters are presented in Table 2. The operating conditions were selected based on the 
literature study (Aouici et al., 2016; D’addona & Raykar, 2016) and the previous work of the authors 
(Pradeep et al., 2019a, b, c). During machining, a piezoelectric tool force dynamometer assisted in 
measuring the tool forces. An ESAW binocular type optical microscope with maximum magnification 
of 1,500 X was used for quantifying the tool flank wear. In addition, an energy-dispersive X-ray 
(EDX), chemical characterisation and  scanning electron microscopy (SEM) analyses were used to 
evaluate the wear mechanism and microstructural changes occurring on the inserts. The evaluation 
was performed using a ZEISS field emission SEM (GeminiSEM 500), with 50 to 2,000,000 
magnification and 32k X 24k pixels resolution, as well as equipped with energy dispersive 
spectroscopy (EDS). 

 
Table 2: Equipment details and machining parameters. 

 

 
3.          RESULTS AND DISCUSSION 
 
3.1        Scratch Test 
 
The improvement in scratch resistance of the inserts after cryogenic treatment was examined using the 
scratch test at constant and variable loads. The scratches formed by the diamond nib during the test 
for the DCT insert is shown in Figure 4(a). The SEM images of scratches formed on the DCT+2T and 
UT inserts at 50 N steady loads are shown in Figures 4 (b) and 4(c) respectively. From the figure, it is 
apparent that the resistance offered to the penetration of the diamond nib is quite high for the 
DCT+2T insert as compared to the UT insert. This may be because of the improved scratch resistance 
of the inserts due to the cryogenic treatment followed by tempering. The main mechanism of the 
coating grate is localised peeling, which was evident on the UT insert, leaving the substrate 
perceptible. Better binding properties can be developed between the coating and substrate by 
enhancement of fine eta (ƞ) carbide particles during the cryogenic process (Huang et al., 2003). 
 
Figure 4(d) shows the DCT+2T insert after being subjected to the variable load (10-150 N) scratch 
test. Figure 4(e) shows the UT insert after the test. The severe coating breach of the UT insert during 
scratch test left the substrate exposed, indicating the underperformance of the insert. On the contrary, 
from Figure 4(d), the retainment of the coating might be the reason for the better performance of the 
DCT+2T insert during the test.  
 
Figure 5 shows the graph plotted for the scratch time and penetration depth, for all the inserts at 10-
100 N (Figure 5(a)) and 10-150 N loads (Figure 5(b)). From the figure, CT with tempering 
substantially decreased the penetration depth of the indenter at both the loads. This is due to the 
refinement of grain size in CT, which improved the hardness of the inserts. In addition, CT followed 
by tempering increased the binding properties, which resulted in higher scratch resistance of the 
tempered inserts (DCT+1T and DCT+2T) as compared to the untempered inserts (DCT and UT). 
 

Constituent Specifics

Machine tool Semi automated lathe (75 kW)
Bed length 1830 mm
Bed swing 370 mm

Centre height 185 mm
Spindle speed range 45-2000 rpm

Cutting speed (m/min) 70, 110, 150
feed (mm/rev) 0.05, 0.10, 0.15

depth of cut (mm) 0.3
Machining parameters

Equipment details
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Figure 4: Inserts after the scratch test: (a) Micrograph of the DCT insert with scratches.  (b) Scratch on 
the DCT+2T insert at 50 N constant load.  (c) Scratch on the UT insert at 50 N constant load.  (d) 

DCT+2T insert at 10-150 N variable load.  (e) UT insert at 10-150 N variable load. 
 
 
 

 
Figure 5: Scratch test graph at variable loads: (a) 10-100 N  (b) 10-150 N. 

 
3.2        Cutting Force 
 
Figure 6 displays the tool force comparison graph for all the inserts at varying speeds (70, 110 and 
150 m/min) and constant feed (0.10 mm/rev). From the figure, at all the conditions, the UT insert has 
maximum value of cutting force when compared to the other inserts. At lower speed of 70 m/min, the 
DCT+2T insert outperformed all the inserts with a reduction of cutting force by 20.7 % as compared 
to the UT insert. There were reductions of 12.3 and 19.0% for the DCT and DCT+1T inserts 
respectively as compared to the UT insert. At medium speed of 110 m/min, the decrements of cutting 
force were 17.8, 30.0 and 41.8% for the DCT, DCT+1T and DCT+2T inserts respectively as 
compared to the UT insert. The high speed (150 m/min) ensued in reduction of cutting force of 22.7, 
25.8 and 30.1% for the DCT, DCT+1T, and DCT+2T inserts as compared to the UT insert. On the 
whole, the tempered inserts performed better than the untempered inserts, particularly at medium and 
high cutting speeds. This trend may be ascribed to the reduced coefficient of friction, tool wear and 
work zone temperature for the tempered inserts, which leads to better performance. 
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Figure 6: Comparison of tool forces at 0.1 mm/rev feed and cutting speed of (a) 70, (b) 110 and  
(c) 150m/min. 

 
 
The cutting forces were considerably reduced for the tempered inserts as compared to the untempered 
inserts. This can be attributed to the evolution of fine ƞ-carbide particles in the carbide substrate 
during the tempering process. As the ƞ-carbides are very hard in nature, and when combined with the 
merit of enhanced scratch resistance, improved the hardness of the tempered inserts. This in return 
aided the tempered inserts to sustain high cutting forces, outperforming all the untempered inserts 
(Zhang et al., 2015; Chetan et al., 2017). 
 
 
3.3        Tool-Chip Contact Length 
 
The rake side of the inserts experienced continuous abrasion from the chip flow during the turning 
operation. This left a worn out surface at the rake surface, with this wear track known as tool-chip 
contact length (TCCL). It is considered as the prime factor influencing working temperature, friction, 
and tool forces and wear. This wear length was evaluated three times using an optical microscope and 
the average value was considered. Figure 7 shows the performance comparisons of the cutting inserts 
at varying cutting speeds and feed, in terms of TCCL. 
 

 

Figure 7: TCCL comparison of the inserts at (a) 70 and 150 m/min speed   (b) 0.05 and 0.15 mm/rev feed 
rate. 

 
 
In all the cases, the tempered inserts performed better than the untampered inserts. From Figure 7(a), 
it can be observed that the performance variation at low and high cutting speeds was minimum for the 
DCT+2 insert. Moreover, at 70 m/min, the DCT+2T insert exhibited 36.0% better performance as 
compared to the UT inserts, whereas the DCT+1T and DCT inserts provided 21.4 and 4.9% 
betterment respectively. Similarly, at 150 m/min, the performance enhancements for the DCT+2T, 
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DCT+1T and DCT inserts in comparison to the UT insert were 28.8, 21.4 and 4.9%, respectively. 
From Figure 7(b), it is quite obvious that even though the higher feed resulted in lower performance, 
the tempered inserts yielded minimum TCCL. Moreover, at 0.05 mm/rev, the DCT+2T insert 
exhibited 59.2% improved performance as compared to the UT insert, whereas the DCT+1T and DCT 
inserts presented 51.5% and 43.2% betterment respectively. Similarly, at 0.15 mm/rev, the 
performance enhancements for the DCT+2T, DCT+1T and DCT inserts as compared to UT insert 
were 33.3, 30.2 and 8.4%, respectively.  This can be attributed to the reduced thermal conductivity 
and coefficient of friction in the tempered inserts. In addition, due to the enhanced binding between 
the coating and substrate, the welding tendency between the chip and rake may be reduced, resulting 
in better performance of the tempered inserts. Furthermore, the increase in binding strength of the 
coating during the tempering offered resistance towards extreme coating breach and premature 
delamination (Zhang et al., 2015; Chetan et al., 2017). As compared to the UT insert, the treated 
insert (DCT) exhibited less wear track, even though the tempered inserts outperformed the DCT 
insert. This can be attributed to the improved scratch resistance due to the cryogenic process. As 
tempering in addition to CT was provided to the coated inserts, it altogether formed a heat barricade 
during the machining, resulting in decreased tool-chip contact surface. 
 
 
3.4        XRD Analysis and Microhardness 
 
Figure 8 shows the comparison of microhardness values for all the inserts (UT, DCT, DCT+1T and 
DCT+2T). It is quite evident that the cryogenic process followed tempering on the inserts increased 
the value of microhardness. This trend was in acceptance with previous experimental studies (Yong & 
Ding, 2011; Chetan et al., 2017). Many authors noticed substantial improvement in the microhardness 
values of the carbide tools with cryogenic treatment (Zhang et al., 2015). The restructuring of the 
tungsten-carbide (WC) matrix into fine ƞ-carbide phase is observed to be the reason for the 
enhancement of hardness of the insert. When WC is subjected to sub-zero atmospheric conditions, a 
phase with inadequate carbon is formed, known as the ƞ-carbide phase. The fine and homogeneous 
dispersion of ƞ-carbides (Co3W3C and Co6W6C) in the carbide inserts during the cryogenic and 
tempering processes enhanced their strength, hardness and toughness. Senthilkumar et al. (2011) 
suggested that the carbide insert’s hardness and wear resistance augment because of cryogenic and 
tempering treatment. 
 

 
Figure 8: Comparison of microhardness for the inserts. 

 
A microstructural examination was performed on the inserts in order to validate the evolution of the 
ƞ-carbide phase. Figure 9 shows the microstructural images, comparing the best (DCT+2T) and worst 
(UT) performed inserts. It can be observed that the α-particle in WC matrix was very fine and 
structured in the DCT+2T insert as compared to the UT insert. This is observed to be the prime reason 
for the improvement in the binding properties of the tempered inserts (Nirmal et al., 2015). 
Furthermore, the ƞ-carbides were found to be quite dense and finely dispersed in the tempered inserts. 
Conversely, the ƞ- phase in the UT insert was very coarse and distributed very meagrely. 



 

210 
 

 
Figure 9: Microstructural image of the (a) DCT+2T and (b) UT inserts. 

 
 
Figure 10 shows the XRD analysis performed on the best (DCT+2T) and worst (UT) performed insert 
in order to validate the evolution of the ƞ-carbide phase. From the figure, it is obvious that the count 
of WC in the tempered inserts (Figure 10(a)) decreased, partially transforming the WC matrix to 
complex ƞ-carbides, increasing the count of Co3W3C and Co6W6C atoms. A recent study 
demonstrated the evolution of ƞ-carbides in cryogenically treated carbide inserts at 2θ angle (angle 
between reflected and incident X-ray) during XRD analysis (Huang et al., 2003; He et al., 2014).  As 
the ƞ-particles dispersed finely after the tempering, the thermal conductivity of the inserts improved 
by reducing the quantity of binder (β) phase in the carbide matrix. Besides that, the intense sub-zero 
temperature in the cryogenic process instigated grain refinement, yielding improved hardness of the 
inserts. 
 
 

 
Figure 10: XRD profiles of the (a) DCT+2T and (b) UT inserts. 

 
 
3.5        Tool Wear 
 
The tool wear of the inserts were evaluated during the turning of Inconel 718 to a length of 150 mm. 
The tool wear evolution was examined under an optical microscope for three times and the average 
value was considered. The comparison of tool wear for all the inserts (UT, DCT, DCT+1T and 
DCT+2T) throughout the experimentation at all the speeds (70, 110 and 150 m/min) is presented in 
Figure 11. 
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Figure 11: Tool wear comparison for all the inserts at feed rate of 0.1 mm/rev and different speeds: (a) 70 

(b) 110 and (c) 150 m/min. 
 
 
The tool wear at each of the cutting speed was observed being minimum for the tempered inserts 
(DCT+1 and DCT+2) as compared to the other inserts (UT and DCT). It was also found that the DCT 
insert has shown lower tool wear in comparison to the UT insert. At speed of 70 m/min, the wear was 
reduced by 28.2, 19.2 and 11.5% for the DCT+2, DCT+1T and DCT inserts as compared to the UT 
insert. At medium cutting speed (110 m/min), the reduction in tool wear was 26.6, 28.5 and 21.9% for 
the DCT+2, in DCT+1T and DCT inserts as compared to the UT insert. Interestingly, at speed of 150 
m/min, the tool wear in the tempered inserts was approximately 90 µm, whereas for the DCT and UT 
inserts, it was 106 and 125 µm respectively. Although the tempered inserts outperformed the 
untempered inserts, there was no considerable difference between the tool wear for the DCT+1 and 
DCT+2T inserts at higher cutting speeds. The tool wear at 150 m/min was reduced by 23.2, 24.8 and 
12.8% for the DCT+2, in DCT+1 and DCT inserts respectively in comparison with the UT insert. The 
rise in temperature of tool-workpiece interface is observed to be the reason for the increased tool wear 
at high speeds. This associates with the empirical formula (Equation 1) stating that cutting 
temperature is directly affected by feed and cutting speed (Kaynak, 2014; Zhang et al., 2018). 
 

ܶ ൌ  ଴.ଶ݂଴.ଵଶହ          (1)ݒܥ
 
where, T is cutting temperature, v is cutting speed, f is feed and C is a proportionality constant. 
 
According to the given equation, cutting temperature is purely dependent on cutting speed and feed. 
The higher the values, the higher the temperature in machining. As the thermal conductivity of nickel 
based alloys is very low, within a short span, the majority of heat congregates over the nose of the 
tool. Moreover, the tool wear progresses as the extreme temperature initiates dissolution of the 
carbide particles, causing thermal fracture at the nose (Lu et al., 2016; Kuppuswamy et al., 2017). 
 
Remarkably, the tool wear in the tempered inserts was lower than the untempered inserts at all the 
cutting speeds. The probable cause could be higher adhesion of coating to the substrate during the 
tempering, which prevents peeling and abrasion during machining. Conversely, as the coating 
depletes, the contact stresses increase in the insert enormously mounting residual stresses at the tool 
tip (Oliveira et al., 2017). This can cause hard nitride grains to diffuse from the coating of the insert 
during turning of the nickel alloys. This diffused the nitride fragments at the rake face, causing severe 
abrasion, which resulted in higher tool wear in the untempered inserts. The existence of diffused 
particles on the chips formed during machining was observed in Figure 12. In addition, the thermal 
distribution in the inserts degrades because of uneven coating peeling, which results in the thermal 
fracture, promoting tool wear in the untempered inserts. 
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Figure 12: Traces of micrograins on chips produced during machining for the (a) UT, (b) DCT,  
(c) DCT+1T and (d) DCT+2T inserts. 
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3.6        Tool Flank Wear 
 
SEM analysis was used to evaluate the flank wear of all the inserts. Figure 13 shows the SEM 
micrographs of all the inserts at 110 m/min cutting velocity and feed rate of 0.10 mm/rev. From the 
figure, it is evident that the flank wear of tempered inserts was lower as compared to the untempered 
inserts. From Figure 13(a), it is very clear that a built-up-edge (BUE) was initiated on the UT insert. 
On the contrary, there was no BUE observed for the treated and tempered inserts for the same 
condition. The improved wear resistance and thermal conductivity in tempered inserts restrained the 
BUE formation. Besides that, the tempering also precluded notch wear, which was observable in the 
DCT and UT inserts during the turning of Inconel 718. This is because of the enhanced thermal 
conductivity in the tempered inserts. In general, Inconel 718 has very low thermal conductivity of 
11.2 W/mK (Pusavec et al., 2014). As the coating on the UT insert diminished, the insert lost the 
protection to heat, thereby resulting in premature tool failure, causing notch formation while 
machining. The strain rate in the tempered inserts was low because of the relieved residual stresses 
during the tempering process, resulting in reduced cutting edge chipping. If the induced stress in the 
inserts exceeds its ultimate strength, chipping initiates through frittering and evolves into notch wear 
(Chetan et al., 2017). 
 
The substantial performance of the tempered inserts as compared to the untempered inserts was very 
obvious, as shown in Figure 14. There was steady and uniform flank wear on the tempered inserts as 
compared to the untempered ones. This tendency can be attributed to improved cobalt-tungsten (CO-
W) densification during the tempering. This enhanced the binding property of  the firmly compacted 
WC matrix against the abrasive Inconel 718 chips. Conversely, the same strain hardening 
phenomenon caused the untempered inserts to chip off the nose edge. This could be because of the 
increased stress at the shear zone at elevated feed rates, which in turn induces high thermal fatigue. In 
addition, the greater tool-chip contact length in the untempered inserts could be the source for higher 
thermo-mechanical stresses. Due to the greater chemical affinity of nickel in Inconel 718 alloy, the 
UT insert was subjected to high adhesion and BUE formation, as shown in Figures 13(a) and 14(a). 
As the feed increased, the material removal rate (MRR) increased. This resulted in high heat 
generation at the tool tip. While turning the Inconel 718 with carbide inserts, the temperature may 
shoot up to more than 1,000 °C (Kaynak, 2014; Oliveira et al., 2017). The higher MRR and excessive 
temperature together yielded edge fracture and BUE generation in the UT insert (Figure 14a) ( 
Firouzdor et al., 2011; He et al., 2014; Kaynak, 2014). 
 
From Figures 14(c) and 14(d), the plastic deformation and edge fracture at the tip of the tempered 
inserts were observed to be low when compared to the untempered inserts. This is the result of the 
tempering process, which freed the cutting inserts from residual stresses, which were formed during 
the sintering process. These stresses play a vital role in fracture failure of carbide inserts under severe 
cutting conditions. 
 
Besides that, the enhancement in the cobalt binder phase during the tempering might have protected 
the tempered inserts from excessive tool wear. Furthermore, the reduced coefficient of friction in the 
tempered inserts might have provided better resistance towards the high friction between the chip and 
rake face. 
 
From the Figure 15, it can be seen that the coefficient of friction in the DCT, DCT+1T and DCT+2T 
inserts was reduced by 16.0, 33.8 and 52.9% respectively in comparison to the UT insert. Due to the 
high friction between the tool-workpiece interface, early coating peeling might have occurred in the 
untempered inserts. This may have resulted in uneven thermal conductivity of the inserts, which 
caused the inserts to face thermal impact under severe cutting conditions. The thermal impact initiated 
the chipping and edge fractures in the inserts, which was found to be low for the tempered inserts as 
compared to the untempered inserts. The cracks initiated at the rake side and propagated to the flank 
face, resulting in excessive flank wear of the UT and DCT inserts. 
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Figure 13: Flank wear at 110 m/min and 0.10 mm/rev for the (a) UT, (b) DCT, (c) DCT+1T and  
(d) DCT+2T inserts. 
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Figure 14: Flank wear of the (a) UT, (b) DCT, (c) DCT+1T and (d) DCT+2T inserts at 110 m/min	speed 
and 0.15 mm/rev feed rate. 

 

 

Figure 15: Contact friction of all the inserts. 
 
4.          CONCLUSION 
 
DCT as well as DCT followed with single and double tempering (DCT+1T and DCT+2T) were 
performed on multilayer coated (TiCN/Al2O3/TiN) carbide inserts, and their performance was 
compared to the UT insert during the dry turning of Inconel 718. The following are the conclusions 
drawn from the study: 
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 The cryogenic process followed by the tempering process enhanced grain refinement and 
formed ƞ-carbide phase in the inserts, which helped in improving the hardness. 

 The tempering process prevented the coating peeling off the carbide inserts. Excessive 
coating breach was observed to be reduced in the tempered inserts during the scratch test. 

 The tempered inserts (DCT+2T and DCT+1T) outperformed the untempered inserts (DCT 
and UT) in the wear test. Moreover, the flank wear during machining was significantly low in 
the tempered inserts as compared to the untempered inserts at every speed. 

 During machining at high cutting speed, the cutting forces was reduced by 30.1% using the 
DCT+2T insert and 25.8% using the DCT+1T insert in comparison with the UT insert. Hence, 
the tempered inserts can effectively reduce the power consumption. 

 In the TCCL examination, the tempered inserts outperformed the untempered by substantially 
reducing the wear track. The tempering process enhanced the scratch resistance of the inserts, 
resulting in reduced wear track. 

 The enriched cobalt binder phase in the tempered inserts improved adhesion between the 
coating and the substrate, which restrained the notch wear progression. However, as the 
Inconel 718 possesses less thermal conductivity (11.2 W/mK), severe thermo-mechanical 
stresses could not curtail the tempered inserts in facing chipping and edge fracture during 
machining. 

 The coefficient of friction was reduced by 52.9% for the DCT+2T insert and 33.8% for the 
DCT+1T insert, which improved the cutting performance of the tempered inserts. This in 
return reduced the edge fracture of the tempered inserts during machining. 
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ABSTRACT 
 

Hydrophilic backbone chains with substituted hydrophobic organic groups give rise to amphiphilic 
polysiloxane. This property is of great interest as it can form a Langmuir monolayer, an orderly 
arranged layer that can be utilised in any potential nanoscale application. Hence, a study was 
conducted on the surface pressure, surface potential and effective dipole moment of various 
homopolysiloxane and copolysiloxane Langmuir films to clarify some of their monolayer properties. A 
NIMA Langmuir 611D trough accompanied with a NIMA surface potential (S-POT) probe was 
employed in this work. The space filling model, generally known as the Corey, Pauling and Koltun 
(CPK) precision molecular model, was used to construct the siloxanes unit of each set of 
polysiloxanes to estimate the siloxane unit size. From the surface pressure isotherm, it was observed 
that copolysiloxanes are more condensed than homopolysiloxanes. By comparing the results 
extrapolated from the graph with CPK modelling, the structure was further explored. The correlation 
of surface potential (∆V) and effective dipole moment (µ̝) at room temperature were investigated, and 
from the results and Helmholtz equation, it seemed to be dependent on each other. A study on the 
effects of temperature on maximum effective dipole moment (µ̝max) of each polysiloxane was also 
carried out. It was found that as the temperature increases, the µ ̝max decreases. These results can be 
utilised for the potential application studies of polysiloxanes in the future. 
 
Keywords: Polysiloxane; Langmuir-Blodgett; surface pressure; surface potential; effective dipole 

moment. 
 
 
1. INTRODUCTION 

 
Polysiloxanes are polymers that consist of silicon and oxygen atoms alternately arranged in a chain 
with certain organic groups bonded to the Si atoms. These compounds have shown potential in 
countless applications, such as in the fields of coating (Tang & Liu, 2010), medicine (Grigoryan & 
Kaganova, 2010) and optics (Fleger & Neyer, 2006; Hu et al., 2015a, b) due to their various unique 
properties. In fact, polysiloxanes are considered as one of the ‘early birds’ in Langmuir monolayer 
research (Fox et al., 1947; Willis, 1971) for their surface-active properties. Langmuir- Blodgett (LB) 
is a powerful method for an air-water interface, which leads to producing monolayers that are suitable 
for many characterisations. Our group has been working extensively on the LB technique with other 
materials, such as a Calixarenes and Schiff based Ligand for ion sensor applications (Supian et al., 
2010, 2017; Alang Ahmad et al., 2017). 
 
The uniqueness of its chemical structures leads to the special abilities of nanomaterials in terms of 
flexibility, resistance to climate and oxidation. Hence, polysiloxanes have been broadly used in the 
biomedical, aerospace and automobile industries (Meng et al., 2012). The main challenge of these 
nanomaterials is to improve the mechanical properties due to the weak intermolecular force in the 
chains. Nevertheless, elastomers, gels, lubricants, foams and adhesives are being produced from these 
materials (Hill, 2005). These materials have also being used as solvent detectors for chloroform, 
isopropyl alcohol and dichloromethane in another work (Supian, 2017). 
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Thus, this work is aimed at clarifying some of the surface properties of polysiloxane Langmuir film in 
terms of the air-water interface, surface pressure, surface potential and effective dipole moment at 
room temperature and under control with slowly raising low temperatures. A NIMA Langmuir 611D 
trough connected with NIMA Surface Potential (S-POT) probe was utilised throughout this study. 
 
 
2. EXPERIMENTAL 
 
2.1 Materials 
 
In this work, six polysiloxanes of different functional groups at the end of their side chain were used, 
as shown in Figure 1. We have identified and elucidated them to homo- and co- based on their basic 
structure. In comparison, copolysiloxanes have additional functional chains that exhibit longer and 
wider structures.  
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Figure 1: Structures of (a) homopolysiloxanes and (b) copolysiloxanes. 

 
 
The properties of six types of homopolysiloxanes and copolysiloxanes were established by dividing 
them into three sets, as shown in Table 1. They were labelled as DL 1, DL 2, DL 3 for 
homopolysiloxanes, and DL 4, DL 5 and DL 6 for copolysiloxanes. Each set was paired with homo- 
and co-, while X is the same group. Set A consists of CN, Set B; OCH3 and Set C; OC6H13 
respectively. 
 

Table 1: Properties of the six types of homopolysiloxanes and copolysiloxanes used in this study. 

Set Homopolysiloxanes X Copolysiloxanes X Ratio of a: b 
A DL 1 CN DL 4 CN 50: 50 
B DL 2 OCH3 DL 5 OCH3 50: 50 
C DL 3 OC6H13 DL 6 OC6H13 50: 50 

 
 
The polysiloxanes were obtained courtesy of Dr. David Lacey’s research group from the Department 
of Chemistry, University of Hull. The chloroform purchased from Sigma Aldrich was used as the 
solvent to prepare a 0.2 mg/ml solution from each polysiloxane without further purification. Siloxane 
units for each set was modelled using the Corey, Pauling and Koltun (CPK) precision molecular 
model as illustrated by Figure 2 for estimation of size and comparison purpose with the surface 
pressure (Π-A) isotherm data. The CPK model shown in the figure reveals the comparison of the X 
group, where it can be seen clearly that Set C exhibits a longer chain as compared to Sets A and B. 
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   (a)        (b)          (c) 

Figure 2: CPK models of siloxanes unit for (a) Set A, (b) Set B and (c) Set C. 
 
 
2.2 Surface Properties Study of Polysiloxanes Langmuir Film 
   
The Langmuir-Blodgett (LB) technique was utilised to study the surface properties of polysiloxanes 
monolayer on the air-water interface. The polysiloxanes solution was dispersed as small droplets 
evenly on a NIMA Langmuir 611D trough using a microsyringe. Pure water from Elga Purelab water 
system with >15 MΩcm was employed as the subphase. Chromatography paper acted as the surface 
pressure sensor.  
 
A NIMA surface potential (S-POT) probe with a precision of ±2 mV was attached to the existing 
NIMA interface unit software. A metal plate acting as the counter electrode was immersed under the 
water subphase and joined to the probe. A small uniform distance was ensured between the vibrating 
sensor plate on the probe and monolayer.      
 
Subsequently, 5 min was allowed for solvent evaporation before the Π-A isotherm and surface 
potential (∆V) of the polysiloxanes monolayer were obtained simultaneously. The compression speed 
of the movable barrier is 12 mm/min. Identical procedures were repeated for the other polysiloxanes 
solutions at room temperature. Next, the surface potential procedures were repeated under controlled 
temperature from 7 to 19 °C in order to analyse the effects of temperature towards the effective dipole 
moment (µ̝) of polysiloxane monolayer. The trough was placed inside a metal box containing ice 
cubes to increase the temperature slowly, while the ∆V values were recorded.  The µ̝max values were 
then calculated.   
 
 
3. RESULTS AND DISCUSSION 
 
3.1 Surface Pressure (Π-A) Isotherm 
 
Polysiloxane Langmuir monolayers were studied through Π-A isotherm graphs (Figure 3), which 
demonstrated the surface pressure against mean molecular area at the air-water interface. The 
decrement of the mean molecular area accompanied by the increment of surface pressure, as 
illustrated in all the isotherm graphs, was due to intermolecular forces between the molecules.   
 
As shown Figure 3, the isotherms for copolysiloxanes were more condensed than their respective 
homopolysiloxanes, similar to the results obtained in Richardson et al. (1994). However, there is an 
exception for homopolysiloxane, DL 1, in which it is more condensed than copolysiloxanes, DL 4. 
Homopolysiloxanes, DL 1 and DL 2 reached their collapse point much faster than their respective 
copolysiloxanes, DL 4 and DL 5. DL 1 met its collapse point at 6.33 mN/m, as compared to DL 4, 
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which collapsed at around 16.20 mN/m, and formed three-dimensional structures. In addition, DL 2 
reached its collapse point around 20 mN/m, while DL 5 achieved the collapse point at around 24 
mN/m. In contrast, DL 3 achieved higher solid phase and only started to collapse at 28.60 mN/m as 
compared to DL 6, which began to collapse at around 22 mN/m.  
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Figure 3: Π-A isotherm graphs of homopolysiloxanes (a) DL 1, (b) DL2 and (c) DL 3 as well as 

copolysiloxanes (d) DL 4, (e) DL 5 and (f) DL 6. 
 
 
All the polysiloxanes showed a clear phase transition from gaseous state to liquid phase, followed by 
solid phase before they collapsed as demonstrated by the “kink” in each isotherm curve after passing 
through the steepest linear part. By extrapolating the steepest linear part of the isotherm curve to 0 
mN/m, the limiting area per polysiloxane chain molecule can be obtained. Then, the area of the 
siloxane unit can be calculated by dividing the limiting area per molecule with each respective 
number of unit siloxane (Majid et al., 1994). Subsequently, as an area of a circle is assumed to be 
occupied by the siloxane unit, the diameter of the siloxane unit was determined. All the data was 
tabulated in Table 2. The estimated monomer size from the CPK modelling is slightly different from 
the isotherm data because the shape of the monomer in the chain is slightly different as compared to 
the standalone unit due to the Si-O-Si and O-Si-O bonding. In Grigoras (1992), great flexibility occurs 
in the Si-O-Si angle in the chain ranging from 140 to 180°, with the presence of 0.3 kcal/mol barrier 
for linearisation altering the optimum occupied area. Meanwhile, the O-Si-O angle also has rigid bone 
angle values from 102 to 112° that affects the occupied area. When the siloxanes units bind to one 
another, the area occupied will be varied due to the rotation of the angles as the chain attempts to 
achieve an equilibrium position.       
 
 

Table 2: Π-A Isotherm data of the polysiloxanes. 

Set A B C 
DL 1 DL 4 DL 2 DL 5 DL 3 DL 6 

Degree of Polymerisation 51 27 45 23 53 22 
No. of Unit Siloxane 51 54 45 46 53 44 
Limiting Area per Molecule (nm2) 11.83 14.12 14.33 9.84 15.68 9.05 
Area Occupied Per Siloxane Unit 
(nm2) 

0.23 0.26 0.32 0.21 0.30 0.21 

Modelled area per siloxane unit 
from CPK modeling 

~0.60 ~0.60 ~0.60 ~0.60 ~0.50 ~0.50 

Estimated siloxane unit size, d 
(nm) 

0.54 0.58 0.64 0.52 0.62 0.52 
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3.2 Surface Potential (∆V) and Effective Dipole Moment (µ̝) at Room Temperature 
 
The ∆V of the polysiloxanes Langmuir monolayers (Figure 4) were determined through capacitance 
changes in the air gap between the monolayer and vibrating plate due to air vibration (Somasundaran, 
2006).  
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Figure 4: (i) ∆V and (ii) µ̝ graphs for (a) DL 1, (b) DL 2, (c) DL 3, (d) DL 4, (e) DL 5 and (f) DL 6. 
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The surface potential graphs in Figure 4(a) illustrate that all of the polysiloxanes have positive surface 
potential, as the area per polysiloxane chain decreased except for DL 3, which demonstrated a 
negative surface potential. From the ∆V values, the µ̝ value was calculated using the Helmholtz 
equation: 

 
µ̝ = ε0εA∆V                                                       (1) 

 
where µ̝ is the effective dipole moment, ε0 is the vacuum permittivity (8.854 × 10-12 C2N-1m-2), A is the 
area per molecule and ε is the relative permittivity for the materials between the electrodes, which in 
this case is taken as 1 since the thickness of air between monolayer and vibrating plate is assumed to 
be large as compared to the thickness of the monolayer (Korchowiec et al., 2007).  
 
 
3.3 Effective Dipole Moment (µ̝) Dependence on Temperature 
 
The effects on µ̝max due to temperature on the polysiloxanes were investigated. From Table 3 and 
Figure 5, it can be observed that µ̝max decreased as the temperature rose for all the polysiloxanes. This 
might due to the more ordered orientation of the polysiloxanes at lower temperatures as compared to 
higher temperatures (Kalachev, 1990).  
 

Table 3: µ̝ dependence on temperature for the polysiloxanes. 
 

Set A B C 
DL 1 DL 4 DL 2 DL 5 DL 3 DL 6 

7 °C 28.21 52.576 70.56 42.5 -4.55 15.08 
9 °C 27.3 51.46 68.04 42.2 -6.37 14.82 
13 °C 23.66 51.336 65.52 42 -8.19 14.04 
16 °C 19.565 51.088 63 41.8 -8.645 13.26 
19 °C 16.835 50.22 61.32 41.5 -10.01 13 
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Figure 5:   µ̝ dependence on temperature (T) for (a) DL 1, (b) DL 2, (c) DL 3, (d) DL 4, (e) DL 5 and  

(f) DL 6. 
 
 
4. CONCLUSION 
 
Polysiloxane, an amphiphilic polymer that has been widely applied, was investigated in this work, 
focusing on determining the behaviour of the air-water interface. The Langmuir-Blodgett technique 
was employed to study the characteristics of several types of polysiloxanes, particularly for the 
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aspects of isotherm, surface potential and effective dipole moment. It was obvious that 
copolysiloxanes were more condensed than homopolysiloxanes as result of the being an isotherm. 
CPK modelling, on the other hand, aided us with more information on the flexibility of the structures 
and binding angle. Surface potential (∆V) at room temperature was investigated, illustrating that all 
the polysiloxanes have positive surface potential as the area per polysiloxane chain decreased except 
for DL 3, which demonstrated a negative surface potential. In addition, the effect of temperature on 
the effective dipole moment was also explored, whereby as the temperature increased, the effective 
dipole moment decreased. The results indicate that polysiloxanes nanomaterials possess good 
properties on the air-water interface and have promising potential in future applications.  
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ABSTRACT 

Carbon nanotube (CNT) is a nanoparticle that has better thermal properties of thermal conductivity 
and heat transfer coefficient.  This paper intends to study the thermal conductivity and heat transfer 
coefficient on hydroxyl multiwalled carbon nanotube (MWCNT-OH) / deionised water-ethylene glycol 
based nanofluids. The two-step method is used in preparation of nanofluids via homogenisation and 
sonication on MWCNT-OH nanoparticles (0.1 to 1.0 wt%), polyvinylpyrrolidone (PVP) surfactant (10 
% from wt% of nanoparticles) and base fluid (50:50; deionised water (DI): ethylene glycol (EG)). 
The nanofluids were tested at three various temperatures (6, 25 and 40 °C). The thermal conductivity 
enhancement was found to be from 0.3024 to 6.536 %, whereby 1.0 wt% at 6 °C had the highest 
enhancement. The heat transfer coefficient had 2.961 to 26.49 % enhancement, with the superior heat 
transfer coefficient given high value of Nusselt number. Thermal conductivity and heat transfer 
coefficient depend on temperature and nanoparticles concentration. The thermal properties were 
increased when temperature and nanoparticles increased. Moreover, the increment of thermal 
conductivity performance was affected by the nanoparticles’ characteristics, particle size, particle 
interface, PVP surfactant, dispersion method and particle activity in nanofluids. Meanwhile, factors 
such as functionalised group (-OH) in MWCNT surface caused the heat transfer coefficient to be 
higher than the standard base fluid.  Additionally, the interaction and as well as collision among 
particles also have effect in enhancing the heat transfer coefficient. Thus, based on this study, it is 
shown that thermal conductivity and heat transfer coefficient are improved with the inclusion of 
MWCNT-OH nanoparticles in base fluids. 
 
Keywords: Nanofluids; hydroxyl multiwalled carbon nanotube (MWCNT-OH) nanoparticles; 

polyvinylpyrrolidone (PVP); thermal conductivity; heat transfer coefficient. 
 
 
1.  INTRODUCTION 
 
In 1995, Stephen U.S. Choi was the first researcher that studied about nanofluids at the Argonne 
Laboratory, USA (Sayantan & Somjit, 2013). Nanofluid is defined as the dispersion of a new 
engineering material in nanometre-sized particles in base fluids (Abdolbaqi et al., 2015). The 
nanoparticles are found through carbon nanotube (CNT) investigation. There are several types of 
CNT, such as single-walled carbon nanotube (SWCNT) and multiwalled carbon nanotube (MWCNT). 
Nowadays, researchers are interested in CNT investigation due to its high thermal physical properties. 
The thermal conductivity of CNT nanoparticles is about 1,800 to 2,000 W/m.K (Marquis & Chibante, 
2005). Due to it, CNT nanoparticles have been used as nanofluids in car radiators as a coolant because 
the thermal conductivity and heat transfer of nanofluids are higher than pure fluid (e.g., ethylene 
glycol, deionised water or oil). The nanofluids allow the radiator to have high thermal properties 
performance and improve cooling systems in cars (Rahul & Basavaraj, 2013). In addition, according 
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to Chung et al. (2011) and Wu et al. (2014), other fields such as electrical, biological and 
pharmaceutical processes, as well as thermal engineering also use nanofluids in their applications.  
 
The problem of lower thermal physical properties of base fluids, such as deionised water and ethylene 
glycol, can be overcome by using CNT nanoparticles in the base fluids. Kanagaraj et al. (2006) found 
that MWCNT-ethylene glycol based nanofluids at concentration of 0.5 wt% had 23 % thermal 
conductivity enhancement. Whilst Kumaresan et al. (2012) mentioned that MWCNT based nanofluids 
in the mixture of deionised water (DI) and ethylene glycol (EG) at ratio 70:30; DI: EG had 19.73 % 
thermal conductivity increment and 160 % heat transfer coefficient enhancement at 0.45 vol% 
MWCNT. Mehdi & Masoud (2016) found that 1.0 vol% of MWCNT-COOH based nanofluids at ratio 
60:40; DI: EG has 34.7 % thermal conductivity enhancement at temperature of 50 °C. Moreover, 
Ahmed et al. (2017) also stated that MWCNT / graphene nanoplatelets (GNPs) hybrid nanofluid had 
43.4 % enhancement of heat transfer coefficient in the mixture of MWCNT and GNPs at 
concentration of 0.25 wt% of MWCNT and 0.035 wt% of GNP (Ahmed et al., 2017). 

 
Nanofluid dispersion and stability of nanofluids is a critical factor in the improvement of 
thermophysical properties of nanofluids. However, several studies have documented that the 
dispersion of ultrafine nanoparticles in base fluids is a significant problem in getting stable nanofluids 
due to the hydrophobic character of nanoparticles that make them arduous to disperse in the base 
fluids (Yu et al., 2012; Amirah et al., 2016). Therefore, mechanical techniques (e.g., homogenisation 
and ultrasonication process) and chemical techniques (e.g., surfactant) are used to solve this problem. 
The previous research mentioned that using polyvinylpyrrolidone (PVP) surfactant in MWCNT based 
nanofluids stabilised the nanofluids for more than one month (Fadhillahanafi et al., 2013). 
Meanwhile, Abdul et al. (2015) mentioned that the stability of 0.24 vol% of pristine MWCNT-water 
based nanofluids is more than 10 days because of high pressure from the homogenisation process. 
Moreover, stable nanofluids (20:80; EG: DI) has positive outcome for thermal conductivity, which 
has 0.812 to 17.0 % enhancement, and increases the heat transfer coefficient (Amirah et al., 2018). 

 
The low boiling point and high freezing point of deionised water is another problem of base fluids, 
which causes limitations in thermal properties performance. Due to this, deionised water has 
disadvantages to be used in cooling and heating systems in some countries that have winter seasons, 
as deionised water can freeze at 0 °C. Hence, antifreeze solutions or fluid such as methanol and 
ethylene glycol, which has a low freezing point, can overcome this problem by mixing these fluids. 
The mixture of deionised water and ethylene glycol as a base fluid in MWCNT nanofluids research is 
still rarely investigated by the researchers.  In addition, MWCNT nanoparticles, which have hydroxyl 
(-OH) functional group, are also seldom used in nanofluids investigation.  
 
Thus, in this work, the addition of hydroxyl multiwalled carbon nanotube (MWCNT-OH) in base 
fluid at ratio of 50:50; DI: EG with PVP surfactant has been synthesised using a two-step method to 
become a nanofluid. The objective of this work is to investigate two thermophysical properties, which 
are thermal conductivity and heat transfer coefficient, of MWCNT-OH / deionised water-ethylene 
glycol based nanofluids. It is believed that the addition of MWCNT-OH nanoparticles can enhance 
and improve the thermal properties of base fluids.  
 
 
2. METHODOLOGY 
 
2.1 Material Selection 
 
The MWCNT-OH nanoparticles were bought from Nanostructures & Amorphous Material, Inc. The 
specifications of the MWCNT-OH are presented in Table 1. The PVP used as dispersing agent or 
surfactant were purchased from Sigma Aldrich Co. It has 1,000 average mol. wt and 1.6 g/cm3 

density. Whilst, ethylene glycol and deionised water were used as base fluid, with the specifications 
presented in Tables 2 and 3. 
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Table 1: MWCNT-OH specifications.  

Parameter Specification 

Outer diameter 10-30 nm 

Inner diameter 5-10 nm 

Length 10-30 µm 

Density 2.10 g/cm3 

Surface area 40-300 cm3/g 

Melting point 3652-3697 °C 

 
Table 2: QRëC ethylene glycol specification. 

Parameter Specification 
Chemical Name Ethylene Glycol 

Other Name Acetic acid ethyl ester; Acetic ether 

Chemical Formula C2H6O2 

Molecular Mass 62 

Form Liquid 

Colour Transparent colourless 

Purity  Minimum 99.0 % 

Melting point -13 °C 

Boiling point 198 °C 

Density 1.11 g/cm3 

 
Table 3: Deionised water specification. 

Parameter Specification 

Chemical Name DI 

Resistivity 18 megoohm 

Chemical Formula H2O 

Density 1.00 g/cm3 

 
 
2.2 Synthesis of Nanofluids 
 
A two-step preparation process was used in the synthesis of nanofluids, whereby the formulation of 
all materials was done first before undergoing the next process. Equation 1 is used in the calculation 
of nanofluid volume. The MWCNT-OH nanoparticles were used from concentration of 0.1 to 1.0 
wt%, while the concentration of PVP was 10 % from the MWCNT-OH concentration. Whilst the ratio 
of base fluid was 50:50; DI: EG. All the materials were mixed via the dispersion process with 
homogenisation at 10,000 rpm using a Wise Tis HG-15D homogeniser and ultrasonication at 40 kHz 
using of Branson DTH Ultrasonic Cleaner, and placed in 40 ml bottle. The nanofluid samples were 
controlled at room temperature and monitored for 100 h to monitor the dispersion and stability of the 
MWCNT-OH nanofluids. The stable nanofluid samples without any sedimentation formed underwent 
thermal performance tests, consisting of thermal conductivity and heat transfer coefficient tests. The 
tests used a TC-KD2 Pro thermal analyser and Pico data logger. 
 

݁݉ݑ݈݋ܸ	 ൌ 	
ௐ௘௜௚௛௧	௣௘௥௖௘௡௧௔௚௘

஽௘௡௦௜௧௬
                                                                                         (1) 

 



229 
 

3. RESULTS AND DISCUSSION 
 
3.1 Thermal Conductivity Test 
 
The nanofluid samples were tested using a TC-KD2 Pro thermal analyser from Decagon Device, Inc., 
which uses a KS-1 sensor for measuring the thermal conductivity. The nanofluids were tested at 6, 25 
and 40 °C temperature. Meanwhile the temperature of the nanofluids was controlled using a 
PROTECH 630D refrigerated water bath circulator. First, the nanofluid sample was inserted in a 
refrigerated water bath until the required temperature was reached. Next, the KS-1 sensor was inserted 
inside the nanofluids beaker and placed in a perpendicular position to reduce error during the thermal 
conductivity measurement. Three readings were taken with 15 min gap from each reading as to avoid 
errors in the measurement.  
 
Figure 1 presents the thermal conductivity of the base fluid (50:50; DI: EG) compared with the 
American Society of Heating, Refrigerating and Air Conditioning (ASHRAE) thermal conductivity of 
aqueous solution (50:50; DI: EG) standard, to ensure that the thermal conductivity of that base fluid is 
matched with the ASHRAE standard. It shows that the thermal conductivity of the base fluid at 6, 25 
and 40 °C increases linearly with the increase of temperature. Even though base fluid’s thermal 
conductivity is lower than the ASHRAE standard, it still has the same pattern of results with the 
ASHRAE thermal conductivity, whereby thermal conductivity increases with temperature. Hence, the 
thermal conductivity of the base fluid is valid to use as a standard measurement in calculating the 
performance of MWCNT-OH based nanofluids’ thermal conductivity.  
 

 

Figure 1: Comparison of the thermal conductivity of the base fluid with the ASHRAE standard. 
 
Figure 2 presents the thermal conductivity of MWCNT-OH based nanofluids in mixture of deionised 
water and ethylene glycol at ratio 50:50. The straight line at each temperature is the standard thermal 
conductivity value of the base fluid. These lines are used to determine the MWCNT-OH based 
nanofluids’ thermal conductivity pattern, i.e., either higher or lower than standard base fluid. The 
standard thermal conductivity values of the base fluid at each temperature are 0.3611, 0.4217 and 
0.4299 W/m.K.  
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Figure 2: Thermal conductivity of the MWCNT-OH based nanofluids. 
 

The thermal conductivity of MWCNT-OH based nanofluids is higher than the standard base fluid for 
each concentration and temperature. Based on Figure 2, 0.1 wt% of MWCNT-OH concentration has 
the lowest thermal conductivity values, which are 0.3662, 0.4251 and 0.4312 W/m.K at 6, 25 and 40 
°C. Whilst the highest thermal conductivity occurs at 1.0 wt%. Interestingly, for 0.4 wt%, for each 
temperature, there is a slight decrement in thermal conductivity values. However, it is still higher than 
the standard base fluid. The temperature at 40 °C has the highest thermal conductivity, followed by 25 
and 6 °C. Hence, the results show that thermal conductivity is influenced by nanoparticle 
concentration and temperature.  Indhuja et al. (2013) and Syarifah Norfatin et al. (2015) also reported 
that the increment of nanofluids thermal conductivity is related to high concentration and temperature.  
 
 
3.1.1 Thermal Conductivity Enhancement 
 
Table 4 presents the percentage of enhancement of thermal conductivity of MWCNT-OH based 
nanofluids. The percentage enhancement is calculated using the following equation: 

 

ݕݐ݅ݒ݅ݐܿݑ݀݊݋ܿ	݈ܽ݉ݎ݄݁ݐ	݂݋	ݐ݄݊݁݉݁ܿ݊ܽ݊ܧ	% ൌ 	 ቂ
்.஼	௢௙	ே.ிି்.஼	௢௙	஻.ி

்.஼	௢௙	஻.ி
ቃ ൈ 100%          (2)                

 
 

where: 
 
T.C = Thermal conductivity  
N.F = Nanofluid  
B.F = Base fluid   
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Table 4: Thermal conductivity enhancement of MWCNT-OH based nanofluids on 50:50; 
deionised water: ethylene glycol. 

Concentration (wt%) 
Thermal conductivity percentage enhancement (%) at different 

temperature 

6 °C 25 °C 40 °C 

0.1 1.412 0.8063 0.3024 

0.2 2.188 1.660 0.535 

0.3 3.711 2.300 1.372 

0.4 3.545 1.968 1.163 

0.5 4.071 2.585 1.442 

0.6 4.154 2.229 1.465 

0.7 5.068 2.940 1.884 

0.8 5.539 3.391 2.233 

0.9 6.037 3.723 2.652 

1.0 6.536 4.316 2.931 

 
From the results, 0.4 wt% concentration shows slight decrement of thermal conductivity enhancement 
due to degradation of thermal conductivity value. However, it is still in the positive enhancement 
trend. The lowest enhancement of thermal conductivity occurs for 0.1 wt% concentration, while the 
highest is at 1.0 wt%. In addition, temperature of 6 °C has the highest enhancement of thermal 
conductivity, followed by 25 and 40 °C. The range of thermal conductivity enhancements for 
MWCNT-OH based nanofluids is from 0.3024 to 6.536 %.  
 
There are several factors that influence the thermal conductivity values, which are nanoparticle 
characteristics, size of particles and particle interface. The nature of MWCNT-OH nanoparticle 
characteristics, which has high thermal conductivity value, contributed to the enhancement of thermal 
conductivity when added into base fluids. It is due to MWCNT-OH being included in the CNT group, 
which have high thermal conductivity of more than 3,000 W/m.K (Sadik & Anchasa, 2009). In 
addition, the MWCNT-OH particle size has inner diameter from 5 to 10 nm, while the outer diameter 
is from 10 to 30 nm and it is tends to have high aspect ratio and surface area (40-300 cm3/g). This 
results in increment of thermal conductivity. Such results are supported by studies of Imran Syakir et 
al. (2012), where it is mentioned that high surface area of nanoparticles offers better thermal 
properties in nanofluids. Meanwhile, particle interface also plays a role in thermal conductivity 
enhancement because of liquid layering on the solid interface. Ravi & Mabusabu (2013) mentioned 
that the mixture of nanoparticle and fluid have formed solid-like liquid layers as a thermal bridge and 
have a tendency to increase thermal conductivity. Mohamed et al. (2011) also stated that the atomic 
arrangement of liquid and solid interface is more effective than bulk liquid.  

 
Moreover, the quantity of PVP surfactant used and the dispersion method also helps in increasing the 
thermal conductivity. The literature mentioned that small concentration of surfactant used gives a high 
thermal conductivity rather than a high concentration of surfactant, which causes the decrement of 
thermal performance (Chen & Xie, 2010; Zhou et al., 2012). On the other hand, the dispersion 
method, which includes homogenisation and sonication processes, is one of the methods to 
homogenise the MWCNT-OH based nanofluids and provide better thermal properties performance. 
They tend to break down the bond among nanoparticles in base fluids due to sound waves and 
electrostatic charge from homogeniser and ultrasonicator, resulting in stable nanofluids. Hence, it can 
avoid the agglomeration form and increase the thermal properties performance, for both thermal 
conductivity and heat transfer coefficient (Amirah et al., 2016). Imran Syakir et al. (2013) found that 
the addition of nanoparticles increased thermal conductivity because of increment of particle activity 
and movement in base fluids.  
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3.2 Heat Transfer Coefficient 
 
For the heat transfer coefficient test, only the three best samples of the MWCNT-OH based nanofluids 
were selected based on thermal conductivity performance, which were 0.8, 0.9, and 1.0 wt%. Figure 3 
shows the schematic diagram of the test. The nanofluids were circulated in the copper pipe, copper 
coil and fan with the help of a pump at 8 ℓ/min. The objective of using copper pipe and copper coil is 
to decrease the heat loss to the environment during the experiment. A TC-08 Pico data logger is used 
to measure the temperature, and the data would be saved automatically in its software. The condition 
of the nanofluids was assumed as laminar flow, and the Reynolds number was less than 2,300. Table 
5 shows the data of some of the variables in this test. 
 
 

 
 

Figure 3: Schematic diagram of the heat transfer coefficient test. 
 

Table 5: Heat transfer coefficient data variables. 

Variables Values 

Mass of water 6 kg 

Specific heat of water, Cp 4187 J/kg.K 

Length of copper coil 2.063 m 

Inner diameter of coil 0.0048 m 

Outer diameter of coil 0.0064 m 

Thickness 0.0016 m 

Area of copper coil, A 0.03111 m2 
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The following equation was used in calculating the heat transfer coefficient of MWCNT-OH based 
nanofluids: 
 

݄ ൌ 	
௠஼೛୼ భ்

஺୼ మ்
			                                                                                                                   (3)                           

 
where: 
 
ΔT1 = Temperature difference between water bath and surface (Twb – Ts) 
ΔT2 = Logarithmic mean temperature  
 
Figure 4 shows the heat transfer coefficient of MWCNT-OH for 0.8, 0.9 and 1.0 wt% at three 
different temperatures. Whist 0 wt% shows the heat transfer coefficient value for standard base fluid, 
which are 121.43, 134.36 and 142.19 kW/m2.K.   
 

 

Figure 4: Heat transfer coefficient of MWCNT-OH based nanofluids. 
 

The inclusion of MWCNT-OH nanoparticles in base fluid has shown a positive outcome in which 
each concentration has a high heat transfer coefficient rather than the standard base fluid heat transfer 
coefficient. For 1.0 wt% concentration, it has the highest heat transfer coefficient among the other 
concentrations, which are 143.90, 166.61 and 179.85 kW/m2.K for temperatures of 6, 25 and 40 °C. 
Meanwhile, the lowest heat transfer coefficient occurred for 0.8 wt% concentration for each 
temperature. The trend of the graph is linear increase with temperature and concentration increment.  
This result is supported by Syazwani et al. (2016), where the heat transfer coefficient for carbon 
nanofiber (CNF) based nanofluids increases when the concentration of nanoparticles is increased.  
 
Table 6 shows the percentage of enhancement of heat transfer coefficient for MWCNT-OH based 
nanofluids. It is found that the highest enhancement of heat transfer coefficient test occurred at 1.0 
wt% MWCNT-OH concentration. Temperature of 40 °C had the highest enhancement of 26.49 %, 
followed by 25 °C (24 %) and 6 °C (18.51 %). The lowest enhancement occurred at 40 °C for 0.8 
wt% concentration, while the second-lowest enhancement was at 25 °C for the same concentration. 
Meanwhile, 0.9 wt% concentration at 25 °C had third lowest of heat transfer coefficient enhancement 
of 6.311 %. To conclude, the enhancement of heat transfer coefficient test was from 2.961 to 26.49 %.  
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Table 6: Percentage of enhancement of the heat transfer coefficient for the MWCNT-OH based 
nanofluids. 

Concentration (wt%) 
% Enhancement of heat transfer coefficient (kW/m2.K) at three different 

temperatures (°C) 
6 25 40 

0.8 8.070 3.982 2.961 
0.9 14.20 6.311 13.42 
1.0 18.51 24.00 26.49 

 
However, this experiment had 40 °C as maximum temperature. This is because of the temperature 
limitation on the apparatus used and surfactant. High temperatures above than 40 °C can damage the 
surfactant and decrease the thermal performances of MWCNT-OH based nanofluids. It is not practical 
to increase the temperature and MWCNT-OH concentration when the result is negative and needs 
more pumping power to flow the nanofluids through the pipe. As mentioned earlier, the pump power 
is only 8 ℓ/min. In this experiment, the functionalised (-OH) group in the MWCNT surface can 
transfer more energy to nanofluids through the increment temperature and come out with high heat 
transfer coefficient (Sedigheh et al., 2015). Whilst the high dispersion and distribution of MWCNT-
OH nanoparticles in base fluids cause interactions and collisions among particles to occur and 
enhance the heat transfer coefficient (Xuan & Li, 2003; Ravi & Mabusabu, 2013). It is due to energy 
transport that occurs among solid particles and fluid particles during the collision. Additionally, 
thermal conductivity has a strong link with heat transfer coefficient, with excellent thermal 
conductivity giving a better heat transfer coefficient (Imran Syakir et al., 2012). Thus, it is 
demonstrated from this study that 0.8, 0.9 and 1.0 wt% have high thermal conductivity values and 
produce high heat transfer coefficient performance. Hence, the good enhancement on thermal 
properties of MWCNT-OH based nanofluids can replace the lower thermal properties of base fluids 
and be used in their applications, such as computer central processing unit (CPU) cooling and air 
conditioning.   
 
In the heat transfer coefficient, the Nusselt number can be used to measure the performance of heat 
transfer, whereby high value of Nusselt number indicates effective heat transfer coefficient. Equation 
4 is used in calculating the Nusselt number. Meanwhile, Table 7 shows the Nusselt numbers for 0.8, 
0.9 and 1.0 wt% of MWCNT-OH based nanofluids for temperatures of 6, 25 and 40 °C. 
 

,ݎܾ݁݉ݑ݊	ݐ݈݁ݏݏݑܰ  	ݑܰ ൌ 	
௛	஽

௞
		                                                                                        (4)   

 
where: 
 
h  = Heat transfer coefficient of nanofluid 
D = Diameter of copper pipe 
k  = Thermal conductivity of nanofluid                                                                                             
 

Table 7: Nusselt numbers for the MWCNT-OH based nanofluids. 

Concentration (wt%) 
Nusselt number at three different temperatures (°C) 

6 25 40 

Standard 1614.13 1529.35 1587.61 
0.8 1652.86 1538.09 1598.91 
0.9 1738.35  1567.52  1754.1  

1.0 1795.60 1817.98 1950.92 
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The table shows that all the Nusselt numbers for the MWCNT-OH based nanofluids for each 
concentration are higher than the standard base fluid. In addition, 1.0 wt% at 40 °C has the highest 
Nusselt number, which is 1950.92, followed by 25 and 6 °C at the same concentration. Typically, the 
Nusselt number for water is 3.66. Interestingly, the Nusselt number for the MWCNT-OH based 
nanofluids is high compared to water and standard base fluid. Hence, it proves that the nanofluids 
have effective heat transfer coefficient. 

 
The heat transfer coefficient value is related to the Nusselt number, where a high heat transfer 
coefficient gives a better Nusselt number (Amirah et al., 2018). The diameter of the coil has a relation 
in enhancing the heat transfer coefficient and Nusselt number, which can be seen in Equations 3 and 
4, where both equations need diameter in their calculations. Thus, the smaller diameter of the coil 
(0.0048 m) has the power to enhance the heat transfer coefficient and Nusselt number due to high 
surface area. It is the same concept with the small size of nanoparticles, which have high surface area 
and a tendency to increase the thermal properties performance.  
 
 
4. CONCLUSION 
 
MWCNT-OH based nanofluids were studied on their thermal properties, which are thermal 
conductivity and heat transfer coefficient. As a result, the seeding of MWCNT-OH nanoparticles in 
base fluids improved the thermal conductivity and heat transfer coefficient performances. This study 
revealed that thermal properties depend on temperature and nanoparticle concentration, with high 
temperature and concentration giving high enhancement of thermal conductivity and heat transfer 
coefficient values.  
 
Thermal conductivity has the highest increment for concentration of 1.0 wt% at each temperature (6, 
25 and 40 °C). Moreover, the temperature of 6 °C had the highest enhancement by as much as 6.536 
% as compared to the other temperatures.  Even though 0.1 wt% of MWCNT-OH concentration had 
the lowest thermal conductivity performance, it is still higher than standard base fluid. The factors that 
contributed to thermal conductivity increment include the high thermal conductivity of MWCNT-OH 
nanoparticles, small particle size with high aspect ratio and surface area, as well as particle interface 
among solid particles and fluid particles. In addition, a small quantity of PVP surfactant and 
dispersion method, which can avoid agglomeration form, also influenced the thermal conductivity 
performance. Whilst particle activity and movement in fluids by insertion of nanoparticles also caused 
the thermal conductivity to increase.  
 
For the heat transfer coefficient test, the addition of nanoparticles gave heat transfer coefficient 
enhancement of 2.961 to 26.49 %. The factors of the functionalised group (-OH) attached on 
nanoparticles surface, collision among particles, and relation of thermal conductivity and heat transfer 
coefficient affected the heat transfer coefficient, which increases the heat transfer property. In 
addition, high value of heat transfer coefficient resulted in Nusselt number that was higher than the 
standard base fluid. Furthermore, the small diameter of the coil, which has high surface area also 
caused the heat transfer coefficient to increase.  
 
To conclude, the inclusion of MWCNT-OH nanoparticles in base fluids have proved to increase of 
thermal conductivity and heat transfer coefficient performance.  
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ABSTRACT 
 

The thermal and melt flow behaviour of polymer and fibre materials are vital in producing filaments 
for fused filament fabrication (FFF), especially for custom-made composites materials. The 
degradation temperature and melting temperature of commercialised acrylonitrile butadiene styrene 
(ABS) filament, neat ABS polymer and different loadings of kenaf fibre (KF) reinforced ABS 
composites were investigated using thermogravimetric analysis (TGA) and differential scanning 
calorimetry (DSC) respectively. Melt flow index (MFI) was then investigated in view of the viscosity 
of the materials using a melt flow indexer at 230 °C and 5 kg weight loading. The kenaf fibre 
reinforced ABS composites were prepared using an internal mixer at 180 °C and crushed to the form 
of granules. It was found that the addition of kenaf fibre lowered the decomposition temperature and 
increased the melting temperature of composites as compared to the neat ABS polymer (0% KF – 
ABS). Meanwhile, the neat ABS polymer had higher value of MFI as compared to the commercialised 
ABS filament. The value of MFI increased as the kenaf fibre loading increases. Thus, the neat ABS 
polymer and kenaf fibre reinforced polymer composites are suitable as feedstock filament material for 
FFF since the low viscosity of commercialised ABS filament is able to be printed from open-source 
3D printers. 
 
Keywords: Fused filament fabrication (FFF); natural fibre composites; melt flow behaviour; thermal 

properties; kenaf fibre. 
 
 
1. INTRODUCTION 
 
Fused filament fabrication (FFF) is the one of the most significant techniques for additive 
manufacturing (AM) and recently, has been widely used in aerospace (Kumar & Nair, 2017), 
automotive (Page, 2018), medical (Wang et al., 2017) and defence (Rathee et al., 2017) industries. 
The applications of AM in defence support services are to provide platforms with the ability to sustain 
their systems, recover their ability after damage and reduce costs in the supply chain (Busachi et al., 
2015). In addition, AM manufactures military personnel equipment, such as body armours kit and 
special tools for mission requirements (Busachi et al., 2016). AM has also contributed to defence 
support services for the Royal Navy’s platforms (Busachi et al., 2017). FFF is commonly used in 
producing conceptual models, prototypes and engineering components (Mohan et al., 2017). A three-
dimensional object can be produced by successive layer upon layer of materials, where a filament is 
melted inside a liquefier at a temperature above its melting point and pushed at the nozzle die by solid 
upstream filament (Carneiro et al., 2015). The schematic set up of FFF is shown in Figure 1. It is used 
for its simple fabrication process (Maasod & Song, 2004), ability to fabricate geometrically complex 
shapes (MacDonald & Wicker, 2016), less expensive machining (Wong & Hernandez, 2012) and 
cost-effectiveness (Mohan et al., 2017), especially for defence industries in producing weapons 
(Busachi et al., 2016). Besides that, FFF produces less waste material (Grujovic et al., 2017). 
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Thermoplastics are commercial material filaments, such as acrylonitrile butadiene styrene (ABS), 
polylactic acid (PLA) and polycarbonate (PC), used in FFF for producing three-dimensional printed 
parts. McMains (2005) stated that thermoplastic filament is used for FFF as it is safer to maintain and 
less expensive. Wang et al. (2017) indicated that custom-made composite material filaments are 
possible to be used as feedstock material for FFF. However, custom-made composite material is 
limited to the suitability of melt viscosity since the molten viscosity should be high enough to provide 
structural support and low enough to enable extrusion (Wang et al., 2017). 

 
Figure 1: Schematic of FFF setup (Wang et al., 2017). 

 
Nowadays, natural fibre reinforced composite (NFRC) materials have been well developed in 
industries. NFRC is a composite material consisting of polymer matrix with natural fibres. NFRC is 
widely used in numerous applications due to its lightweight properties, low cost, less damage to 
processing equipment, biodegradability and good relative mechanical properties (Mohammed et al., 
2015). Currently, natural fibres have been widely used to replace synthetic or man-made fibres in 
engineering applications. The advantages of natural fibres, such as low cost, abundantly available, 
environmentally friendly, low density and higher strength performance, are the reasons that they have 
been chosen over synthetic fibres (Ahmad et al., 2015). There are numerous types of natural fibres 
used as reinforcement for thermoplastics, such as flax, hemp, jute, coir, kenaf and wood. However, 
the drawback of natural fibres, such as short lifetime, albeit with minimum environmental damage 
upon degradation (Mohammed et al., 2015), and restricted processing temperature, limit their 
performance and usage (Gallo et al., 2013). Recently, experimentation and investigation of NFRC 
filaments for FFF technology have been growing along with concerns and awareness on 
environmental friendly materials. However, the melt flow behaviour of NFRC materials is one of the 
main issues for FFF. Ramanath et al. (2008) stated that melt flow behaviour apparently affects the 
quality of printed specimens, which depends on pressure, temperature and physical properties, 
including melting temperature and rheology behaviour.  
 
Up to now, several studies have been conducted on the melt flow behaviour of polymers and NFRC. 
Singh et al. (2016) studied the melt flow behaviour of ABS extrusion grade (ABS-EG) and ABS 
P400. ABS-EG was selected as an alternative material for FFF filaments, as it is commercially 
available. The ASTM-D-1238-95 standard was applied for 10 min at 230 °C barrel temperature and 
3.8 kg load. The results obtained indicate that the melt flow index (MFI) of ABS-EG and ABS P400 
were almost similar, which were 2.381 and 2.398 gm/10 min respectively. Then, both the ABS-EG 
and ABS P400 filaments were tested using a scanning electron microscope (SEM). The results from 
the SEM showed that fabricated filaments of ABS-EG contain a lot of air pockets as compared to 
ABS P400, where there is no presence of air pockets. The study concluded that the fabricated 
filaments are affected by process parameters of extrusion, including screw speed and barrel 
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temperature. Islam et al. (2013a, b) investigated the MFI of kenaf fibre reinforced recycled 
polypropylene (RPP) using a MFI tester (Dynisco Instrument) at 230 °C with standard weight of 2.16 
kg. Three experiments were conducted, which were RPP; 10%, 20%, 30%, 40% and 50% of raw 
kenaf fibre RPP (RKPC); and raw kenaf fibre with maleic anhydride grafted polypropylene (MAPP) 
reinforced RPP (MRKPC). The results of the MFI obtained for RPP; 10%, 20%, 30%, 40, 50% of 
RKPCP; and MRKPC were 5.58, 2.54, 1.78, 0.46, 0.40, 0.22 and 0.33 g/10 min respectively. The 
reduction of flow properties for RKPCP was due to the presence of kenaf fibre, whereas MRKPC had 
the lowest flow due to the presence of MAPP. They also found that the molecular weight of 
composites and viscosity had an indirect relationship. The results indicated that the higher the 
percentage of fibre in composites, the more viscous was their melts. Similarly, Mohammad & Arsad 
(2013) reported that as the loading of kenaf fibre in composites increased, the viscosity increased 
because the molecular weight of composites increased. 
 
The disadvantages of natural fibre, such as low thermal stability, limit the usage of NFRC for FFF. 
Torrado et al. (2015) investigated the effect of jute fibre reinforced ABS composites on FFF and 
found that the high temperature of the extrusion process can cause decomposition of jute fibre. 
Montalvo et al. (2018) studied on wood plastic composites (WPC) and found that the decomposition 
of WPC is between 300 and 500 °C. Therefore, it is vital to study the thermal stability of NFRC 
before the NFRC filament is produced and extruded on FFF. 
 
The aim of this study is to investigate the thermal degradation temperature, melting temperature, glass 
transition temperature and melt flow behaviour of commercialised ABS filaments, neat ABS,  as well 
as different loadings of kenaf fibre reinforced ABS composites using thermogravimetric analysis 
(TGA), differential scanning calorimetry (DSC) and melt flow indexing. 
 

 
2. MATERIALS AND METHODOLOGY 
 
2.1 Materials 
 
Kenaf (Hibiscus Cannabinus) flour core fibres were supplied by ZHF Industries Sdn. Bhd, while ABS 
pellets (100% pure) were supplied by Macrocom (M) Sdn. Bhd. Commercialised ABS filaments was 
obtained from a 3D printer supplier.       

 
2.2 Preparation of the Blends 
 
A sieve shaker was used to obtain an average length of 150 µm for the kenaf fibre flour. The ABS 
pellets and kenaf fibre were dried in an oven at 80 °C for 24 h before being mixed in an internal 
mixture. The blends were made by mixing ABS with different percentages of kenaf fibre (KF), which 
were 0, 2.5 and 5 wt.%, which identified as 0% KF – ABS (neat ABS), 2.5% KF – ABS and 5% KF – 
ABS respectively. A HAAKE Rheomix OS internal mixer was used to mix 2.5% KF – ABS and 5% 
KF – ABS. The mixture was mixed at 180 °C and 50 rpm for 12 min for each mixing, with a 
maximum of 50 g allowed for each mixing. First, the ABS pellets were fed into the internal mixer for 
5 min and then, the kenaf powder was added into the mixer. Then, a crusher machine was used to 
crush the composite materials into the form of granules, while the ABS commercialised filaments 
were cut into 3 mm length. 

 
2.3 Thermal Gravimetric Analysis (TGA) 
 
The instrument used for the TGA test was a Mettler Toledo TGA. The temperature used for the 
samples is 25 to 550 °C with heating rate of 10 °C/min and the atmosphere used was nitrogen gas. 
The granules with 2.5% KF – ABS and 5% KF – ABS were weighed to be between 5 – 15 mg and 
placed in the chamber. The TGA test was conducted to measure the change in mass of the sample as a 
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function of increasing temperature and the final residue yield on set from degradation of temperature 
was recorded.  

 

2.4 Differential Scanning Calorimetry (DCS) 
 
The instrument used for the DSC test was a DSC 4000 system. The samples were weighed to be 
around 5 to 10 mg with 10 °C/ min heating rate. Measurements of melting temperature (Tm) and glass 
transition temperature (Tg) were recorded as a function of temperature in the range of 30 – 250 °C, 
and calculated by analysing the different peaks obtained from the graphs. 
 
 
2.5 Melt Flow Index (MFI) 
 
The MFI was determined using a melt flow indexer (Ray Ran- 6MPCA advanced melt flow system). 
The melt flow properties of the polymer and composites were measured at temperature of 230 °C with 
weight loading weight of 5 kg. All the samples were measured for weight of 12 g. Then, 300 s of pre-
heating was conducted when samples were fed into instrument’s chamber.  
 
 
3. RESULTS AND DISCUSSION 
 
3.1 Thermogravimetric Analysis (TGA) 
 
The TGA analysis of the commercialised ABS filament, 0% KF – ABS, 2.5% KF – ABS and 5% KF 
– ABS are presented in Figure 2. Table 1 summarises the TGA results of decomposition temperature 
and final weight after decomposition. The commercialised ABS filament decomposition temperature 
was slightly higher as compared to 0% KF – ABS by 1.26%. On the other hand, 0% KF – ABS had 
higher decomposition temperature as compared to 2.5% KF – ABS and 5% KF – ABS. Figure 5 
shows that the increase of fibres decreased the thermal stability as compared to the 0% KF – ABS. 
 
It is found that the thermal stability of kenaf fibre was the lowest with 314.53 °C for decomposition 
temperature. The overall weight loss of kenaf fibre could be divided into three different phases. For 
the first phase, weight loss of approximately 6% from initial weight occurred at below 100 °C. The 
second weight loss of 12.5% occurred at around 260 °C, where this was the initial stage of thermal 
degradation. The final phase is referred to as major thermal degradation, which occurred with 
maximum weight loss at 325 °C. The weight loss occurred due to the vaporisation from fibre and 
decomposition of cellulose (Fauzi et al., 2016). As the content of kenaf fibre was increased, the 
decomposition temperature of the composites decreased since kenaf fibre has low thermal stability as 
compare to ABS polymer. Both formulations of kenaf fibre reinforced ABS composites also degraded 
in three phases. For 2.5% KF – ABS, in the first degradation phase, the moisture evaporation started 
at 250 °C and ended at 348 °C. The second decomposition phase occurred in the range between 370 
and 460 °C, while the third phase was between 465 and 490 °C. For 5% KF – ABS, the first 
decomposition phase occurred between 240 and 340 °C, the second phase was between 350 and 
450°C, while the third phase was between 450 and 480 °C. The decomposition steps for kenaf fibre 
reinforced ABS composites was a very rapid and complicated process. 
 
These results are supported by Azwa & Yousif (2013), where the addition of natural fibre in 
composites cause the thermal stability to reduce due to less stable fibres. Similarly, Tawakkal et al. 
(2014) studied the effect of kenaf fibre loading reinforced PLA composites on thermal properties and 
concluded that decreasing trend of degradation temperature for TGA curves of kenaf / PLA 
composites were found with increasing kenaf content. El-Shekeil et al. (2014) investigated the 
influence of fibre content on thermal properties of kenaf fibre reinforced poly (vinyl chloride) / 
thermoplastic polyurethane poly-blend composites and found that composites with lower fibre content 
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had a higher thermal stability as compared to higher fibre contents. The increasing percentage of fibre 
lowers the thermal stability due weakening of hydrogen bonding and decrease of mobility of cellulose 
chains in cellulose (Aji et al., 2011). 
  

 

Figure 2: TGA curves. 
 
 

Table 1: Results of the TGA test. 

Materials Decomposition temperature 
(°C) 

Final weight after 
decomposition (%) 

Kenaf powder 314.53 8.36 

Commercialised ABS 
filament 

425.16 4.60 

0% KF – ABS 419.83 2.65 

2.5% KF – ABS 417.94 3.34 

5% KF – ABS  410.39 3.46 

 

3.2 Differential Scanning Calorimetry 
 
Table 2 shows the melting temperature (Tm) and glass transition temperature (Tg) for the 
commercialised ABS filament, 0% KF – ABS, 2.5% KF – ABS and 5% KF – ABS. The results show 
that the addition of kenaf fibre increased the Tm of the composites as compared to the 0% KF – ABS., 
while the Tm of the commercialised ABS was lower than the 0% KF – ABS. The Tg of the 0% KF – 
ABS increased as the content of kenaf fibre increased, with the commercialised ABS filament giving 
the highest Tg. 
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Table 2: Results of the DSC test. 

Materials Melting temperature, Tm 
(°C) 

Glass transition 
temperature, Tg (°C) 

Commercialised ABS 
filament 

213.67 108.46 

0% KF – ABS  220.17 100.28 

2.5% KF – ABS  222.50 102.43 

5% KF – ABS  221.83 107.62 

 
 
 

3.3 Melt Flow Behaviour 
 
MFI indicates how fast a material flows in the molten state and is inversely proportional to viscosity. 
The MFI of commercialised ABS filament and different loadings of kenaf fibre reinforced polymer 
composites are shown in Figure 3. The commercialised ABS filament had the lowest MFI value, 
whereas the 0% KF – ABS had the highest value of MFI. The addition of 2.5% KF - ABS decreased 
the value of MFI, whereas the MFI for 5% KF – ABS increased. The MFI values of the composites 
increased as the filler loading increased. This is because the presence of kenaf fibre hindered the 
flowability of the ABS matrix. Lim et al. (2015) found that the presence of irregular shapes of natural 
filler provides an obstruction to the polymer melts of composites. Thus, it leads to lower MFI values 
for composites as compared to neat polymers. Meanwhile, another study found that the MFI values of 
composites are much higher than neat polymers due to the orientation of fibre along the flow lines 
with high aspect ratio (Tayfun et al., 2016). 
 
 

 

Figure 3: MFI of the ABS polymer and composites. 
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A higher MFI value indicates an easier flow of material through the dies, which is a low viscosity 
fluid, while a low MFI indicates as high viscosity fluid (Sa’ude et al., 2016). The commercialised 
ABS filament had the lowest value of MFI as compared to other samples, indicating high viscosity of 
its fluid. However, the commercialised ABS filament can be printed well via a 3D printer with no 
clogging at the nozzle. These results contradict with Khaliq et al. (2017), where they obtained lower 
viscosity for commercialised ABS filament. They stated that different ABS filaments will give 
different viscosities, either low or high, due to material composition. Thus, it indicates that neat ABS 
polymer and kenaf fibre reinforced polymer composites are suitable as feedstock filament since their 
low viscosities allow them to be able to be printed using open source 3D printers. In addition, a lower 
viscosity material is the best for the printing process in 3D printers, but the process parameters of 3D 
printer can be optimised to obtain the good printing quality by adjusting the speed of extrusion. This 
condition can enhance the effective heating process, which corresponds to lower viscosity (Khaliq et 
al., 2017). 
 
Han et al. (2012) concluded that the strength of kenaf composites is enhanced because of the lower 
viscosity of polymer matrix, which allows for better wetting of fibres and enhanced strength of 
composites. The mechanism for enhancement of the strength of composites is closely related to fibre-
polymer surface adhesion without considering the chemical treatment. Tayfun et al. (2016) 
investigated the surface modification of fibre by alkaline and silane treatments, and found that the 
MFI of rice straw and thermoplastic polyurethane (RS-TPU) composites were much higher as 
compared to neat TPU polymer. Meanwhile, Kim (2015) found that the adhesion between natural 
fibre and polymer matrix is hindered by lignin and volatile extractives, which leads to poor adhesion 
of composites between fibre and matrix. This study suggested an addition of coupling agent to 
increase the contact of surface area between natural fibre and polymer matrix. Based on the 
observation from SEM, they found that addition of maleic anhydride grafted polypropylene 
copolymer (MA-g-PP) into kenaf filled PP composites increased the interfacial adhesion as compared 
to kenaf filled PP composites without MA-g-PP. However, the addition of MA-g-PP into composites 
decreased the value of MFI as compared to composites without MA-g-PP, which had higher value of 
MFI. Similarly, Noranizan & Ahmad (2012) reported that treated kenaf fibre with alkaline treatment 
and compatibiliser improved the interaction of kenaf and high-density polyethylene (HDPE) 
composites as compared to untreated kenaf fibre. In this investigation, the viscosity of treated kenaf 
fibre and compatibiliser with HDPE composites was higher as compared to untreated kenaf fibre with 
increase of fibre loading. Wang et al. (2018) concluded that materials that have lower MFI have 
higher average molar mass. As the filler loading of fibre increases, the viscosity of the composite will 
increase. Thus, high average molar mass can affect the melt viscosity of the material. 
 

 
4. CONCLUSION 
 
In conclusion, the thermal and melt flow properties of kenaf fibre reinforced ABS composites were 
studied and compared with 0% KF – ABS polymer and commercialised ABS filament for FFF 
applications. The addition of kenaf fibre lowered the decomposition temperature of composites, 
whereas it increased the melting and glass transition temperatures of the composites. The MFI value 
of 0% KF – ABS was higher as compared to the commercialised ABS filament. The high viscosity of 
the commercialised ABS filament is due to the high molecular weight, leading to low value of MFI. 
The addition of kenaf fibre with ABS polymer reduced the MFI value, but the value of MFI increased 
with higher loading of kenaf fibre. The mechanism of rheology behaviour reflects the change in 
molecular weight and the interaction among components. Thus, the viscosity of the composites was 
affected by the amount of kenaf fibre. 
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ABSTRACT 
 

This study documents an assessment of six soldier torso sub-system armoured vests on physiological and 
cognitive measures. The six systems were similar in weight (9.0 ± 1.1 kg) but differed in the material 
composition, ease of use and comfort. Six male army physical training instructors of similar age (32.7 ± 
2.2 years) were recruited for the study. The subjects were assigned the armoured vests based on a lot 
system and in a cross-over study design during the experimental study period. On each of the 
experimental days, baseline physiological measures such as body weight, blood pressure, pulse rate, 
peripheral capillary oxygen saturation (SPO2), aural body temperature, urine osmolality and cognition 
status were carried out. Subjects were subsequently required to complete a military obstacle course and a 
jungle trek, and the physiological measures were repeated at the end of the physical exertion. Overall 
analysis of the data did not show any statistically significant difference between the six vests. However, 
looking at the data qualitatively, this study provides fundamental data on the use of protective body 
armour in a tropical jungle working environment. Interesting trends were observed which seemed to 
indicate there was some effect which could be attributed to the individual characteristics of the vests. The 
findings of this study also suggest that physiological and physical demands are added on by the protective 
body armour in a tropical jungle working environment.  

Keywords: Armoured vests; protective body armour; tropical; anthropometry; obstacle course; 
cognition. 

 
 
1.  INTRODUCTION 

Military protective body armour is an essential part of a soldier system that is worn to protect soldiers 
from injury during active duty. Though the main function of protective body armour is for protection, it 
should not compromise and impair soldier performance. Soldier performance involves two main areas 
namely physiological fitness (maximal oxygen capacity, heart rate maintenance and heat tolerance) and 
physical performance (strength, speed and balance). Different armoured vests have been tested on 
military personnel for its effect on physiological fitness. DeMaio et al. (2009) showed that using a Kevlar 
vest, the maximum oxygen uptake (VO2 max) decreased when compared to control during a maximal 
uphill walking. Ricciardi et al. (2008) also showed that a body armour of approximately 10 kg caused a 
significant increase in heart rate after a thirty-minute treadmill walking at slow and moderate paces. A 
similar result on heart rate with a tactile vest of 7.5 kg was shown by Cheuvront et al. (2008). Studies on 
heat tolerance or thermal stress have shown that different armoured vest configurations did not show any 
significant differences in rectal or core body temperature after physical exertion (Payne et al., 1988; 
Cadarette et al., 2001). 
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Numerous studies have also been done to determine the effect of armoured vests on physical performance 
(Potter et al., 2015). In a study by Pandorf et al. (2003) on female soldiers, a body armour of 
approximately 14 kg with additional equipment loads (27 and 41 kg) caused a significant decrease in time 
in completing a 3.2 km run and an obstacle course. Hasselquist et al. (2008) showed that an armoured 
vest of 8.7 kg caused a poorer performance in a 10 min run, walk and repetitive box lift and carry. Similar 
results were obtained by Ricciardi et al. (2008) on stair step test, pull ups and hang time with an armoured 
vest of 10 kg. A point to note is that these above studies were carried out in a controlled laboratory or in a 
temperate environment. Very few studies have been done to verify the effect of different environmental 
conditions on armoured vests’ effect on physical and physiological performance. Montain et al. (1994) 
compared the effect of full personal protective clothing between tropical (35C and 50% humidity) and 
desert (43C and 20% humidity) environments. However, this study did not show any difference in 
physiological tolerance between the two climatic conditions.  
 
Tolerance to heat while wearing an armoured vest is an important factor to be considered in military 
operations and training (Hunt et al., 2016). In the United Kingdom, approximately 80 military personnel 
are treated for heat stress symptoms in a year even with an ambient temperature of 20C mainly due to the 
thermal insulation of the armoured vest (Crockford, 1999). Thermal stress could add on to the effect of 
the armoured vest on the physical and physiological performance indices. This becomes even more 
important when non-acclimatized military personnel have to be deployed to active duty in a tropical 
environment (Buller et al., 2015; Stewart et al., 2016). Hence, development of a framework for human 
factor assessment for functional performance in a tropical environment is important. This can help in 
designing and developing armoured vests which are well suited for a tropical environment. The objective 
of this study is to compare six different armoured vests based on physical, physiological and cognitive 
parameters in a tropical jungle environment.   
 
 
2.  METHODOLOGY 
 
2.1  Subject Selection and Characterisation  
 
Six subjects from a local military unit were recruited for the study. They were selected based on a similar 
age, role, service and fitness level. The subjects were briefed about the study protocol and informed 
consent was obtained. The study protocol was reviewed by the University Research Committee and the 
study was conducted in accordance with the Declaration of Helsinki and the guidelines of Resolution on 
198/96 of the National Health Council (World Medical Association, 2001). Body stature and basic 
anthropometry measures were also taken followed by a complete body composition analysis using a bio-
impedance analyser. The lung function of the subjects was also measured using a spirometer. 
 
2.2  Vest Selection 
 
A total of six different vests were selected. The vests were chosen so that they each approximately weigh 
the same and comprise of personal webbing, patrol pack, armoured plate inserts and each subject were 
given a standardised ration of water to carry on them.  
 
2.3  Experimental Design 
 
A cross-over study design was utilised to compare the six different types of vests. Subjects were required 
to complete the study protocol from day 1 through day 6 of the study. The subject-vest combination for 
each of the days is as shown in Table 1. Each subject was also assigned numbers 1 to 6 and they would 
wear a different vest labelled with alphabets A to F (Figure 1) on each of the study days.  
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Table 1: Cross over design for subject-vest combination. 

 
 

Subject 
Day 1 Day 2 Day 3 Day 4 Day 5 Day 6 
Vest Vest Vest Vest Vest Vest 

1 A F E D C B 
2 B A F E D C 
3 C B A F E D 
4 D C B A F E 
5 E D C B A F 
6 F E D C B A 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Subject-Vest combination on Day 1. 
 
 
2.4  Study Protocol 
 
A 6 km jungle trek at a military camp was selected as the tropical jungle field laboratory. On the day of 
the experiment, the environmental temperature and humidity levels were measured. At the start of the 
protocol, baseline physiological measurements such as body weight, blood pressure, pulse rate, peripheral 
capillary oxygen saturation (SPO2), body temperature and urine osmolality were measured. A baseline 
cognition test was also administered.  
 
  

Vest A

 

Vest B  Vest C   

 

Vest D   

 

Vest E

 

Vest F   
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2.5 Performance Test 
 

In order to quantitate the impact of armoured vest on military personnel performing their duties in a 
tropical environment, simulated military tasks such as completing an obstacle course were carried out and 
these tasks were timed. The obstacle course comprised of standard military obstacles which included a 3-
foot hurdle jump, uneven wall, monkey bars, wall climb-down, 6-foot wall climb, rope swing, tunnel 
crawl, swinging bridge, belly roll, staggered steps, log run and a leopard crawl in sequence. At the end of 
the performance test, body temperature, body weight and urine osmolality measurements were made. 
After a 30-minute rest period, a 5 km jungle trek was carried out. During the trek the subjects were 
allowed to drink water and the water intake was recorded. At the end of the jungle trek which took 
approximately 1 hour 15 minutes to complete, the physiological measurements (blood pressure, pulse 
rate, body weight, SPO2, body temperature and urine osmolality) were measured. The cognition test was 
also repeated at the end of the trek.  
 
2.6 Statistical Analysis 
 
The data was expressed as mean ± standard deviation. In order to compare the six different armoured 
vests, repeated measures analysis of variance (ANOVA) was carried out on the physiological and 
cognitive markers measured at baseline, at the end of the obstacle course and at the end of the jungle trek 
using SPSS 17.0. A p value of < 0.05 was considered as statistically significant.   
 
 
3.  RESULTS AND DISCUSSION 
 
3.1 Anthropometric Measures of the Participants 
 
Anthropometric measurements provide the necessary details to compare different body sizes amongst a 
specific population. In the military, such measurements are vital for the design and evaluation of soldier 
systems to ensure good fit and ergonomic considerations are met (Edwards et al., 2014). Basic 
anthropometric measurements of the six participants in this study were collected. The average measures 
of each item are listed in Table 2. 

 

Table 2: Anthropometry measures. 
 

 Average (cm) SD (cm) 

Upper neck 38.4 1.7 

Lower neck 38.7 1.8 

Chin 5.7 0.5 

Neck rear 8.8 1.4 

Neck front 8.2 0.6 

Shoulder 46.8 1.8 

Arm size 13.1 2.3 

Arm length 53.9 0.8 

Chest 37.5 2.5 

Iliac line 44.4 3.2 

Iliac line to heel 90.0 4.9 

Lower waist 47.2 1.9 

Hip size 49.7 1.3 

Thigh circumference 22.0 1.5 

Calf circumference 16.2 1.0 
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3.2 Physiological Characterisation of the Participants 
 
The baseline physiological characteristics as shown in Table 3 indicated that the subjects had normal 
blood pressure and pulse rate. These data also describe the body composition analysis of each of the six 
subjects. The subjects had an average body weight of 69.3 ± 5.6 kg and a height of 166.6 ± 5.3 cm. The 
average BMI was 25 ± 0.7 kg/m2which is at the upper limit of normal as used by the Malaysian military 
(MAF HQ, 2011). This could be due to their higher muscle mass (49.3 ± 4.9 kg) rather than due to body 
fat mass considering that the subjects were all military physical training instructors. Their average 
percentage body fat was 23.7 ±1.7 which is within the normal limit for their age. Lung function tests 
revealed that the subjects had forced vital capacity (FVC) which is the volume of air that can forcibly be 
blown out after full inspiration and forced expiratory volume in 1 second (FEV1) which is the volume of 
air that can forcibly be blown out in first 1 second after full inspiration, at more than 85% of the predicted 
values.  
 

Table 3: Baseline physiological measures. 
 

Physiology Average SD 

Age (years) 33 2 

Height (cm) 166.0 5.0 

Weight (kg) 69.0 5.0 

Systolic BP (mm/Hg) 122 12 

Diastolic BP (mm/Hg) 76 6 

Resting Pulse Rate (per min) 68 4 

Muscle Mass (kg) 49.3 5.0 

Fat Free Mass (kg) 52.8 5.0 

Body Fat Mass (kg) 16.4 0.8 

Skeletal Muscle Mass (kg) 29.0 3.1 

Body Mass Index 24.9 0.7 

Percentage Body Fat (%) 23.7 1.7 
Lung Function Average % Predicted 

Forced Vital Capacity (FVC in L) 3.85 ± 0.5 86.96 ± 5.7 

Forced Expiratory volume in 1 
second (FEV1 in L) 

3.20 ± 0.36 85.40 ± 4.0 

 

3.3 Vest Characteristics 
 
Table 4 shows the weight of each of the six vests. The average vest weight was 9.0 ± 1.1 kg.  

Table 4: Weight of the six different armoured body vest. 
 
 

 Vest 
Weight 

(Kg) 

Change in Vest Weight 
after obstacle course 

(Kg) 

Change in Vest 
Weight after jungle 

trek  (Kg) 

Change in Vest Weight 
after immersion in 

water (Kg) 
Vest A 10.9 0.7 ± 0.90  1.18 ± 0.89 0.8  
Vest B 8.6 0.87 ± 1.19 1.22 ± 1.31 2.9 

Vest C 8.7 0.90 ± 1.04 1.08 ± 1.39 0.5 

Vest D 9.1 0.88 ± 1.22 1.48 ± 1.25 1.6 

Vest E 7.6 1.05 ± 1.34 1.30 ± 1.60 1.9  

Vest F 8.8 0.7 ± 1.42 1.10 ± 1.09 2.4  
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Besides this initial weight, measurements were also taken after the obstacle course and jungle trek. The 
vests were later immersed in water during a simulated river crossing to determine the individual 
differences of the vests in absorbing water. Our data shows that Vest C absorbed the least water (0.5 kg) 
while Vest B absorbed the most water (2.9kg) after the simulated river crossing. Figures 2 (a) and (b) 
further illustrate the above findings. This variance could be due to the difference in the fabric and method 
of fabrication of the vests and this characteristic could play an important role in determining the 
functionality of the vests especially when exposed to wet environments. 

 

 
Figure 2: Vest characteristics: (a) Weight before and after soaking in water.  (b) Increase in vest weight after 

soaking in water. 
 
 

3.4 Environmental Characteristics 
  
Data from the Malaysian Meteorological Department was used to illustrate the environmental conditions 
under which the study was conducted. The data obtained showed that the average temperature was 24 – 
32oC (minimum – maximum) with the relative average humidity of 80% over the period of the study 
(klim@met.gov.my, email communication, October, 24, 2017). 
 
3.5 Effect on Weight of Vests After Obstacle Course and Jungle Trek 
 
Changes in the weight of the vests after the obstacle course and jungle trek would give an indication of 
the added burden of the vests on the subjects (Hasselquist et al., 2008). Different vests would have 
different sweat/fluid absorption, sweat/fluid retention characteristics depending on the materials used, 
method of fabrication and methods of drainage used. A vest that retains less sweat/fluid or can shed 
excess sweat/fluid would add a smaller burden to the subject during use. Due to the tropical environment 
in which these vests were assessed which included high humidity from the environment (RH of more than 
60) it is assumed that the tropical conditions would be a strain on the ability of the subjects to perform 
tasks while using these vests.  The physical exertion of the subjects and their associated sweating could 
increase the weight of the vests from the absorption of sweat by the material of the vests and possibly by 
the reduced evaporation of sweat from the vest while in use. Data from our study (Figure 3) shows that all 
six vests had comparable increases in weight after the obstacle course and the jungle trek. There was no 
statistically significant difference between the weights of the vests using repeated measures ANOVA; p > 
0.5. However, looking at the data qualitatively, we observe that vest F and A had the smallest increases in 
weight after the obstacle course, while vest C has the least increase in weight after the jungle trek.  
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Figure 3: Change in vest weight after (a) obstacle course, and (b) jungle trek. 
 
 
3.6 Effect of Vests on Body Temperature After Obstacle Course and Jungle Trek 

Increase in core body temperature or hyperthermia is an important factor that affects performance after 
strenuous physical activity (Cheuvront et al., 2008). Thus an armoured vest that helps to keep the body 
cool or does not retain or trap body heat would be best suited for a tropical environment like in Malaysia. 
Muscular activity in hot and humid environments are known to increase the heat strain suffered by 
military personnel using body armour (Santee et al., 2015). The data from our study shows that both after 
the obstacle course and jungle trek, vest C caused the greatest increase in body temperature (more than 
1oC) while vest E and vest A caused the least increase in body temperature. However, statistically, there 
was no significant difference between the vests. Figure 4 shows the change in body temperature after the 
obstacle course and jungle trek respectively.  

 

 

Figure 4: Change in body temperature after (a) obstacle course, and (b) jungle trek. 
 
For these measures the aural temperature was measured to indicate the core body temperature. Measuring 
the core body temperature is currently done by using a temperature sensor capsule that is swallowed by 
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the subject and is monitored by telemetry using a data capture device worn by the subject.  Due to the 
absence of devices to directly measure the core temperature in this study, the aural temperature was used 
instead. However, it has been reported in the literature that the use of ingested temperature measuring 
capsules to measure core body temperature have resulted in incomplete data capture especially in 
aggressive and robust physical manoeuvres as the data capture unit on the subject has been noted to get 
displaced or was unable to maintain consistent data recovery throughout the physical activities performed. 
   
 
3.7 Effect of Vests on Urinary Osmolality After Obstacle Course and Jungle Trek 
 
Urine osmolality is the measure of the solute concentration in the urine. It is one of the markers of 
dehydration, with 300 to 900 mosm/kg considered as the normal range for urine osmolality. Values below 
300 mosm/kg indicate dilute urine while values above 900 mosm/kg indicate highly concentrated urine 
(Convertino et al., 1996). Results from our study showed that at the end of the obstacle course, subjects 
with vests A, B and D showed a decline in urine osmolality when compared to the baseline (Figure 5). 
With vests C and F, the subjects were able to maintain good hydration. However, no statistically 
significant difference was observed. At the end of the jungle trek, all the subjects, regardless of the type 
of vest worn, showed a decline in urine osmolality when compared to the baseline. Subjects using vest F 
had the greatest decline, while those using vest C had the least. Similarly, with the jungle trek, there was 
no statistically significant difference between the vests worn, with respect to urine osmolality changes. An 
important point to note is that none of the subjects suffered from dehydration and ad libitum access to 
drinking water was provided. 

 

 

Figure 5: Change in urine osmolality after (a) obstacle course and (b) jungle trek. 
 

3.8 Effect of Vests on Blood Pressure After Jungle Trek 

Blood pressure usually rises during exercise due to an increased cardiac output (Barret et al., 2010) 
caused by that exercise, but it is also associated with falling peripheral vascular resistance. In this study, 
blood pressure was recorded after the jungle trek had been completed and showed a lower blood pressure 
among the subjects. This is caused primarily by the decrease in total peripheral resistance caused by the 
vasodilation of resistance arteries within the exercising muscles, and because of a peripheral pooling of 
blood (Barret et al., 2010). The data from our studies is consistent with this phenomenon and there was an 
overall decline in both systolic and diastolic blood pressure after the jungle trek. Recordings for Vest F 
for systolic blood pressure and vest B for diastolic blood pressure were exceptions but are minor. The 
same differences were comparable across all the 6 vests used by the subjects (Figure 6).  
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Figure 6: Changes after jungle trek: (a) Systolic blood pressure. (b) Diastolic blood pressure. 

 

The measurement of blood pressure involved the use of a sphygmomanometer cuff to the upper arm of 
the subject. This was at times less optimal because of the sleeve of the uniform jacket used by the subject 
and the added material could add to the magnitude of error in sphygmomanometer reading. The use of a 
wrist type sphygmomanometer would have eliminated this factor. 
  
 
3.9 Effect of Vests on Pulse Rate and SpO2 After Jungle Trek 

Data from the pulse rate and SpO2 shows that at the end of the jungle trek, the subjects had an increase in 
pulse rate ranging from a minimum of 18 beats/min (vest A) to a maximum of 29 beats/min (Vests B and 
F). Pulse rate which is an indicator of the heart rate is indicative of the intensity of physical activity, 
generally the higher the heart rate, the greater the intensity of physical activity (Barret et al., 2010). In our 
study, since the intensity of the jungle trek was kept constant, differences in heart rate may reflect the 
burden of the armoured vest worn by the subjects as they completed the jungle trek. Looking at the data, 
vest A seems to be the vest with the least increase in heart rate when compared to all other vests, however 
this difference was not found to be statistically significant (Figure 7). 

 

 

 
 

 

 

 

 

 

Figure 7: Change in pulse rate after jungle trek. 
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SpO2 is a measure of the percent saturation of haemoglobin of the blood. At rest, SpO2is about 99 to 
100% and after exercise, due to increased demand of oxygen by the skeletal muscles and changes in 
oxygen affinity to haemoglobin, one would expect a decrease in SpO2 (Vanderlei et al., 2013). In our 
data, we also see a decrease in SpO2 at the end of the jungle trek by about 0.5 to 1%. Though there is no 
statistically significant difference (p>0.05) between the vests, Vest C and Vest A seem to have the least 
decrease in SpO2 when compared to other vests (Figure 8).  

 

 

 

 

 

 

 

 

Figure 8: Change in SPO2 rate after jungle trek. 
 

3.10 Effect of Vests on Cognition and Rated Perceived Exertion After Jungle Trek 

Physical activity is shown to affect cognition (Ferris et al., 2007). We carried out a MINICOG test before 
and after the jungle trek in order to compare the effect of the six vests on cognition after the jungle trek. 
In our study, cognitive function remained comparable with the resting state values, for all the vests. There 
was a slight increase in cognition for vests D and E, though this finding was not statistically significant     
(Figure 9a). Rated perceived exertion scale or RPE scale is used as a measure of perceived exercise 
intensity by the subjects. The subjects rate the physical exertion from a scale of 0 (very mild) to 10 (very 
intense). In our study, RPE values varied between 3 to 4 (moderate) scores for all the vest types. This is a 
subjective measure that was self-reported by the subjects. It was interesting that the subjects did not rate 
the exertion higher despite the fact that they do not use any body armour in the course of their daily duties 
as physical training instructors and are unfamiliar with body armour as a part of their daily routine (Figure 
9b). 

 

Figure 9: Changes after jungle trek: (a) Cognition scores.  (b) RPE scores. 
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4.  CONCLUSION 

Analysis of changes in physiological parameters and cognition after the obstacle course and jungle trek 
revealed many qualitative differences between the six different types of vests in a jungle tropical 
environment.  Some important observation from this study are: Vest C appeared to absorb the least water 
after soaking, showed the least gain in vest weight after use, greatest increase in body temperature and 
whose wearer (subject) demonstrated the least change in urine osmolality after the jungle trek. Another 
interesting observation was regarding vest A; where subjects showed the smallest increase in pulse rate 
however they had the greatest decrease in blood pressure at the end of the jungle trek. Our data also 
showed no change in cognition status as assessed by the MINICOG instrument after the jungle trek 
irrespective of the vest worn. From these above observations, we inferred that vest C appeared to be the 
vest with least physiological demand compared to other vests after a jungle trek in a tropical environment. 

One area of improvement in our study would have been the use of plasma osmolality instead of urine 
osmolality. Plasma osmolality is a more sensitive measure of dehydration at a cellular level as compared 
to urine values which are values after water reuptake at the level of the kidneys. Another area of 
improvement would have been the use of a more controlled regime of rehydration which would show a 
difference in the ability of the subjects to endure heat stress and water loss. This may provide additional 
information as regards the effect of increased work effort caused by the use of the armoured vests in a 
tropical environment. Thus, further studies are required to develop a standardised framework for 
assessing the effect of protective body armour on physical and physiological performance indices in a 
tropical jungle working environment.  
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ABSTRACT 
 

Airborne microbes might pose an environmental hazard when present in high concentration in indoor 
environments, resulting in potential health problems. In Malaysia, there is only limited information 
currently available on individual exposure to bioaerosols. The aim of this study was to assess the level 
of bacterial and fungal contaminations in two air-conditioned laboratories in STRIDE’s Main 
Complex, Kajang, Selangor. The study was conducted in three sampling locations (two laboratories 
and one outdoor). Each measurement was conducted in three time intervals (morning, noon and 
evening). Each air sample was collected for 2 min at sampling flow rate of 28.3 L/min. The samples 
were assessed in the laboratory for enumeration of viable bacteria and fungi. Agar plates for bacteria 
were incubated at 35oC for 24-48 h. The outdoor environment showed bacteria count of 120 CFU/m3, 
which is still acceptable based on the limit set by the World Health Organization (WHO) (500 
CFU/m3). However, it showed very high fungal count of 2,537 CFU/m3, which exceeded the limit set 
by the American Conference of Governmental Industrial Hygienists (ACGIH) (1,000 CFU/m3). The 
average concentration of the bacterial and fungal aerosols on the two studied laboratories did not 
exceed the limits. The analysis of microbial contamination showed that the concentration of bacterial 
and fungal aerosols were higher outdoors than indoors. The results obtained in this study indicated 
that the two laboratories’ exposure to airborne bacteria and fungi is generally low and safe for 
laboratory workers.  

Keywords: Bioaerosols; health effects; ventilation; indoor air; outdoor environment. 
 
 
1. INTRODUCTION 
 
Most people spend most of their working time in office environments. Exposure to airborne microbes 
in indoor working environments has become a subject of concern due to it potentially affecting the 
health condition of indoor occupants (Hwang & Yoon, 2016). Biological particles suspended in the air 
can be present in viable (culturable and non-culturable) as well as nonviable forms. Their 
aerodynamic sizes determine the depth of penetration and subsequent deposition in the human 
respiratory system, which in turn determines the possible health effects (Golofit-Szymczak & Gorny, 
2010). Such inhalation exposure can initiate numerous immunopathogenic reactions, including 
allergies, infections, toxic reactions (Mbakwem-Aniebo et al., 2016) and other unspecified symptoms, 
such as sick building syndrome (Bohlan & Subratty, 2002). Sick building syndrome, which is a 
condition where occupants within the building suffer serious health problems due to the amount of 
time spent within this environment, has been attributed to poor building design, lack of maintenance 
of buildings as well as the activities within such environments (Douglas & Robinson, 2018). 
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Aerosols are liquid or solid particles suspended in a gaseous medium with size ranges from 0.001 to 
100 µm (Geogakapolus et al., 2009). Bioaerosols consists of aerosols containing microorganism 
(bacteria, fungi and virus) or organic compounds derived from microorganisms (endotoxins, 
metabolites, toxin and other microbial fragments) (Heikkienen et al., 2005). Due to their light weight, 
airborne particles are readily transported, transferred and displaced from one environment to another 
(Hagreaves et al., 2003). Airborne microbes might pose environmental hazards when present in high 
concentration in indoor environments, resulting in health problems (Stetzenbach et al., 2004).  
 
Bioaerosols contribute to about 5 to 34% of indoor air pollution (Srikanth et al., 2008). The sources of 
bioaerosols in indoor air include furnishing and building materials, microbiological contamination 
within the walls, as well as ceiling and floor activities. In non-industrial indoor environments, one of 
the most important sources of airborne bacteria is the presence of humans (Stetzenbach, 1997; Feysa 
et al., 2019), especially within their shoes and clothes. Particular activities, such as talking, sneezing, 
coughing, walking, washing and toilet flushing, can generate airborne biological particulate matter 
(Cox & Wathess, 1995). Sources of indoor bioaerosols are often located outdoors and particles are 
transferred to the inside through openings of the building envelope, such as windows and doors. 
However, one of the most important factors affecting indoor air quality is how the building is heated, 
ventilated and air conditioned (Seppaenen & Fisk, 2002), as well as its occupancy (Barlett et al., 
2004). 
 
An air conditioning system is practically the only technical solution used to both improve air quality 
and provide employees with proper working conditions. The atmospheric air, which is delivered into 
the building through the air conditioning system, should be free from most common pollutants and 
ensure ideal temperature and moisture. Unfortunately, bad maintenance of air conditioning systems or 
their low efficiency can often lead to unintentional contamination of office or laboratory spaces 
(Golofit-Szymczak & Gorny, 2010). The quality of air in offices or laboratory buildings depends on 
numerous physical, chemical and biological factors. Regarding microbial pollutants, among their 
typical indoor sources are people, plants, animals, soil, water and human-made materials. In this type 
of work environment, biological contaminants can cause adverse health effects when transported in 
the air as bioaerosols (Skowron & Golofit-Szymczak, 2004). Although the air is not conducive to the 
growth and survival of microorganisms, it is the most important medium for carrying and spreading of 
biological contaminants (Dutkiewicz et al., 1988). 
 
A laboratory can usually be referred to as a space, room or building equipped for scientific research 
and also to carry out any testing of chemicals, biological and physical materials. A clean and optimum 
indoor environment of the laboratory is crucial to ensure the well-being of the occupants and also to 
maintain all the expensive instruments, materials and samples in good condition (Yau et al., 2012). 
The microbial compositions from indoor environment in various types of biological laboratories are 
less well understood (Hazrin et al., 2015; Xi et al., 2018). Lab workers, especially personnel handling 
microbiological work, would be more exposed to bioaerosols than those in other occupations (Hwang 
& Yoon, 2016). Most laboratory workers feel they are safer when standard safety practices are 
applied, but evidence based research is lacking to confirm that supposition (Hwang & Yoon, 2016).  
Xi et al. (2018) identified both the environmental and human factors as important factors in shaping 
the diversity and dynamics of these possible microbial contaminations in biological laboratories. The 
most common microbes in the indoor environment are bacteria and fungi. The spores produced by 
fungi can mix into the air, while some fungi can also produce toxic substances, such as mycotoxins or 
volatile organic compounds.  Most airborne bacteria exhibit optimum growth in mesophilic condition 
(20 to 35 °C) (Feysa et al., 2019).  
 
The aim of this study was to assess the level of bacterial and fungal contaminations in two air-
conditioned laboratories in STRIDE’s Main Complex, Kajang, Selangor. This information is needed 
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to find out the baseline data of microbial concentration in these premises. There is not a lot 
information regarding the level of bacterial and fungal contamination in office premises, especially in 
laboratory working areas in Malaysia.  
 
 
2. METHODOLOGY 
 
2.1        Study Location 
 
The study was conducted in three sampling locations (two laboratories and one outdoor) in April 
2019. Laboratories chosen for this study were Laboratories A and B, which are in the same building 
and at the same floor. Laboratory A started operations in 2018, while Laboratory B has been operating 
since 2013.  Laboratory A was selected to be studied as this facility is used to carry out 
microbiological tests and analyses. Meanwhile, Laboratory B is used to test and analyse textile 
samples received from other laboratories in STRIDE.  Both laboratories use split air conditioning 
systems, which were in operation during the study. Each measurement was conducted in three time 
intervals (morning, noon and evening). The air samples were taken in the centre of each sampling 
sites locations or at the height of about 1.5 m above the ground for the outdoor samples, to simulate 
respiration in the human breathing zone. 
 
 
2.2      Air Sampling Equipment and Procedure 
 
At each site, a series of air samples in triplicate were collected on Tryptic Soy Agar (TSA) agar 
(bacteria) and Malt Extract Agar (MEA) (fungi) plates using a BioStage® single stage viable cascade 
impactor attached to a SKC Quick Take 30 sample pump. Each air sample was collected for 2 min at 
a sampling flow rate of 28.3 L/min (NIOSH, 1998). The sampling pump with representative sampler 
in line was calibrated before each use using rotameter and the impaction aperture cleaned with sterile 
alcohol wipes between sampling events to minimise cross contamination between locations. The 
samples were transported promptly to the laboratory for analysis. 
 
 
2.3      Bioaerosols Observed and Enumerations 
 
The samples were assessed in the laboratory for enumeration of viable bacteria and fungi. The agar 
plates for bacteria were incubated at 35 °C for 24-48 h. Meanwhile, the agar plates for fungi were 
incubated at 25 °C, with the growth observed between 3 to 5 days after sampling. Enumeration of the 
colony growth was measured using an automatic colony counter. The results were expressed as 
colony forming unit (CFU) per cubic metre of air (m3) based on the following equation: 
 

 CFU	ሺmଷሻ ൌ
୒୳୫ୠୣ୰୭୤	େ୭୪୭୬୧ୣୱ#	୶	ଵ,଴଴଴

ୗୟ୫୮୪୧୬୥	୲୧୫ୣሺ୫୧୬ሻ୶	୊୪୭୵	୰ୟ୲ୣ	ሺ୐/୫୧୬ሻ
         (1) 

  
# adjusted for multiple –jet impaction using the positive hole correction table (Macher, 1989) 
 
The maximum acceptable value for total bacteria count used in this study is not more than 500 
CFU/m3 (WHO, 1990), while the maximum acceptable value for fungi is not more than 1,000 
CFU/m3 (ACGIH, 2009). 
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2.4      Statistical Analysis 
 
The data was analysed using Statistical Packages for Social Sciences (SPSS version 22.0).  The 
normal distribution of data was analysed using the Kolmogorov- Smirnov test. For the non-parametric 
tests, the Kruskal-Wallis test was used since the data was not normally distributed for the comparison 
of the bioaerosol data of the three different locations (Laboratories A and B, and outdoors) and three 
time intervals (morning, noon and evening). A p-value of less than 0.05 was considered significant.  
 
  
3. RESULT & DISCUSSION 
 
The average concentration (median) of the bioaerosols in the three sampling sites is presented in 
Table 1. Laboratory B had both total bacteria and fungal counts that were higher than Laboratory A. 
However, statistical analysis with the Kruskal-Wallis test of the bacteria and fungal counts did not 
show statistically significant differences between both laboratories (p > 0.05). The outdoor 
environment had bacteria count of 120 CFU/m3, which is still an acceptable value based on WHO 
(1990). However, it had very high fungal count (2,537 CFU/m3), which exceeded the limit of 1,000 
CFU/m3 set by ACGIH (2009). The Kruskal-Wallis test showed statistically significant differences 
between Laboratory A and the outdoor environment (p < 0.05), and between Laboratory B and the 
outdoor environment (p < 0.05) for both bacteria and fungal counts. 
 

Table 1: Comparison of bacteria and fungi concentration in the three different sampling sites. 

Workplaces Total Bacteria Count (CFU/m3) Total Fungi Count (CFU/m3) 

Median Standard Median Standard 

Laboratory A 
(N=45) 

35 500 
(WHO, 1990) 

71 1,000 
(ACGIH, 

2009) Laboratory B 
(N=18) 

64 131 

Outdoor 
(N=36) 

120 2,537 

                 N - Number of samples 
 
The low levels of microbial contamination in the studied laboratories suggested that, in most cases, 
efficient and regularly maintained air conditioning systems ensure proper hygienic conditions of 
office workplace. The study by Stanley et al. (2019) found that buildings with air conditioning 
systems had lower bacterial contamination as compared to buildings with natural ventilations. The 
analysis of microbial contamination showed that the concentration of bacterial and fungal aerosols 
were higher outdoors than indoors.  This is a good indicator that this building is protected from the 
higher bacterial and fungal contaminations from the outdoor environment. 
 
The results were further examined for the three different time intervals. Figure 1 highlights the 
bacteria concentration for the time intervals. Overall, the results showed lower average bacteria 
concentration indoors (Laboratories A and B) than outdoors for the time intervals. Significantly 
higher bacterial concentration was recorded for outdoors (166 CFU/m3) in the morning time interval. 
Comparatively, the indoor samples (Laboratories A and B) had very low concentration of less than 70 
CFU/m3 for all three time intervals. Using the Kruskal-Wallis test, there were no significant 
difference between Laboratories A and B, and outdoors for all time intervals (p = 0.659). We assumed 
that the distribution of bacteria concentration was quite similar throughout the day. This is due to low 
bacteria concentration recorded indoors and outdoors due to the weather condition during this study, 
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and regular cleaning and housekeeping in the two laboratories and outside the building. The bacteria 
colony growth in the petri dishes showed lower number of colony growth for outdoors (Figure 2a) as 
compared to indoors (Figure 2b). 
 

 
Figure 1: Comparison of bacteria detection between the three different interval times. 

 
 

     
(a)                                                                                  (b) 

Figure 2: Examples of bacteria growth in TSB Media: (a) Outdoors (b) Indoors (Laboratory B). 
 

Figure 3 highlights the fungal concentration for the three different time intervals. Overall, the results 
showed very low fungal concentration for indoors (Laboratories A and B) (less than 200 CFU/m3) for 
the morning and noon samples. Slightly high fungal concentration in Laboratory B (371 CFU/m3) for 
the evening samples was recorded. However, significantly high fungal concentration was recorded for 
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outdoors for all three time intervals, exceeding the limit of 1,000 CFU/m3. Using the Kruskal-Wallis 
test, there were no significant difference between Laboratories A and B, and outdoors for all three 
time intervals (p = 0.599) for fungal concentration. We assumed that the very high distribution of 
fungal concentration outside the building is due to the presence of plants and trees, including flower 
trees, grass and decorative trees (Feysa et al., 2019). The higher fungal contamination for outdoors 
could also be due to paint on the walls and ceilings of the building peeling off. The fungal colony 
growth in petri dishes showed very high fungal concentration for outdoors (Figure 4a) and very low 
fungal concentration for indoors (Figure 4b - Laboratory A and Figure 4c - Laboratory B). This study 
showed that this building is free from fungal contamination due to high fungal concentration outdoors 
rather than indoors. The indicator that a building has a problem with fungal contamination is when 
fungal concentration is higher indoors as compared to outdoors. We assumed that the air conditioning 
systems in this building managed to control the temperature and humidity indoors so that the level of 
relative humidity is low. Low moisture is able to control fungal growth indoors (Dedesko & Siegel, 
2015). 

 
 
 
 

Figure 3: Comparison of fungi concentration for the three different time intervals. 
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(a) 

 

      
                                                    (b)                                                           (c) 

Figure 4: Examples of fungal growth in MEA Media: (a) Outdoors as well as indoors (b) Laboratory A 
and (c) Laboratory B. 

 
 
4. CONCLUSION 

 
The results obtained in this study indicated that the two laboratories’ exposure to airborne bacteria and 
fungi is generally low and safe for laboratory workers. This study showed that the average 
concentration of bacterial and fungal aerosols in indoors environment did not exceed 500 CFU/m3 for 
bacteria and 1,000 CFU/m3 for fungi. The recorded low contamination levels of viable bacteria and 
fungi suggested that efficient and regularly maintained air conditioning systems ensure proper 
hygienic quality of office buildings (Golofit-Szymczak & Gorny, 2010). It is therefore important to 
provide appropriate indoor work conditions in order to ensure high productivity and to avoid health 
concerns of the workers in the laboratories.   
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ABSTRACT 
 

Tacit knowledge tends to be an invaluable knowledge repository in lifelong learning. Critical domains 
such as military learning cannot solely rely on traditional manuals and methods due to the unforeseen 
and uncertain scenarios brought about by advances in modern warfare methods and technology. 
There is essential knowledge hidden in experiential learning that is very difficult to formalise but 
critical to be incorporated and taught. The current work aims to extract the relationships between 
lesson learnt from experiences and current basic military survival skills training among a group of 
officer cadets using the framework of document and keyword relationship analysis (FDKRA). Finally, 
the relationships are presented using various visualisation techniques, including word cloud, network 
graph and bubble graph. The research reveals the existence of important knowledge, not contained 
otherwise in formal documentation, and thus, highlighting the need to examine and generate a tacit 
knowledge corpus especially in critical domains.  

 
Keywords: Tacit knowledge; text mining; experiential learning; military survival skills; keyword 

relationship analysis. 
 
 
1. INTRODUCTION  
 
The nature of warfare has evolved over the past decades, not only with the dramatic advances in 
warfare technology but primarily because of the uncertain scenarios it brings along. The traditional 
nature of training was focused on specialised training mechanisms and guide books that covered most 
of the probable scenarios and their off-shoots of combat deployment. Modern education, in general, 
stresses on lifelong learning, which has particularly and largely affected military training given the 
critical nature and dynamic changes in this field. Over the years, military deployments have 
incorporated far greater techniques and responses, often not contained in traditional manuals. This is 
referred as tacit knowledge, which is knowledge that exists as skills and experiences over time, and 
that is difficult to transfer in a codified manner. Tacit knowledge has not been given much 
importance, owing to the fact that it varies from person to person, situation to situation, etc. However, 
tacit knowledge has come to be regarded as an unmatched knowledge repository that contains vital 
and critical knowledge for many areas in military training especially the gamut of survival skills 
owing to the uncertainty in modern warfare. Numerous researches strongly suggest the 
aforementioned conclusions (Nohuddin & Zainol, 2014; Yusof et al., 2016, 2018; Zainol et al., 2017a; 
Alkhred et al., 2018). The nature of tacit knowledge makes it difficult to formalise it. However, due to 
its unprecedented importance, it is a valuable asset in the modern-day warfare. The research in this 
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area can effectively reveal and bridge the gap between formal and field knowledge for cadets in 
learning institutions.  
 
Therefore, this paper aims to study the relationships between lesson learnt from experiences of 
military respondents (officer cadets) and selected important keywords in basic military survival skills 
at the National Defence University of Malaysia (UPNM). A combination technique of text mining and 
network analysis is developed to discover interesting patterns and relationships derived from the 
undertaken military trainings. In this study, network analysis is an abstract model that contains a set of 
nodes and edges (linkages) that are connected together in the form of a graph. The nodes represent 
selected keywords and linkages between keywords that are established according to term frequency-
inverse document frequency (TF-IDF) weightage for each keywords. This information was obtained 
using online survey questionnaires relating to military survival and situation awareness tasks. Finally, 
the paper presents the relationships using document and keyword matrix (DKM), network graph and 
bubble graph. 
 
The remainder of the paper is organised as follows: Section 2 discusses related works concerning 
military survival skills, text mining, document analysis and keyword extraction using TF-IDF. Section 
3 presents the framework for relationship analysis, while Section 4 focuses on the experimental setup 
and its results. Finally, the conclusion is discussed in Section 5. 
 
 
2. BACKGROUND AND RELATED WORKS  
 
This section presents some background information that is related to the topics on military survival 
skills, text mining, document analysis and keyword extraction using TF-IDF. 
 

 
2.1  Military Survival Skills  
 
The entrance of new educational technology that involves lifelong learning has changed the nature of 
contemporary higher military education. Future cadets are believed to be more profiled than 
specialised in their military training (Terziev & Nichev, 2017). In other words, the future cadets’ 
military training will be focused on explicit tasks to improve the quality and competitiveness of the 
military education in general, increasing personal cadets’ satisfaction in the process of training, and 
improving the organisation and content of the military professional training. The motivation of 
military survival skills is to teach soldiers or cadets the skills necessary for captivity survival under 
conditions of high fidelity and realism (Vartanian et al., 2018). In this regard, according to Myrseth et 
al. (2018), future cadets should have a strong ability to learn how to survive in difficult situations or 
emergency deployment, and bear with uncertainty in various conditions to mitigate the effects of 
stressors, such as sleep deprivation, exhaustion, starvation, dehydration, and physical distress on 
physiological and psychological performance.  
 
For many years, the literature focused more on military psychology and its impact on stress reactions 
and impaired performance (Taylor et al., 2011; Lauria et al., 2017; Crane et al., 2018; Lo Bue et al., 
2018) and less on military tacit knowledge representation for military survival skills (Hedlund et al., 
2003; Zainol et al., 2017b, 2018a). Tomczak et al. (2017) claimed that numerous endurance strength 
military trainings together with sleep deprivation can improve performance, and thus, it should be 
introduced during military survival training. To assess their physical and psychological abilities 
during survival training, a measure of perceived specific military skills comprises of three subscales 
that can be used under operational and combat circumstances. The three subscales are individual 
coping capacity (ICC), cooperation in difficult situations (CDS) and motivation to achievements 
(Myrseth et al., 2018). Similar survival attributes, such as coping skills, defence mechanisms and self-
motivational or self-efficacy, were discussed in Pope et al. (1999). 
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2.2  Text Mining  
 
Text mining or text analysis refers to the numerous techniques to extract informative patterns or 
useful information from huge amount of textual data (Sohrabi et al., 2018). The text concept of text 
mining is different from data mining, where it focuses only on extracting useful knowledge 
representation from unstructured or semi-structured text, as compared to databases in data mining 
(Nagarkar & Kumbhar, 2015). Several attempts have been made by the researchers to process 
unstructured data (Figure 1), which covers most of the big data processes, such as information 
technology, text analysis, pattern recognition, statistics, data visualisation, database technology, 
machine learning and data mining technology (Shuai et al., 2018). Various text mining techniques 
have been implemented to discover useful knowledge of text, although it still needs human 
intervention to interpret the output of text mining (Hakim et al., 2018).  
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

 
 

Figure 1: General process of text mining (Shuai et al., 2018). 
 
In general, several scholars from diverging fields have employed text mining to extract useful 
information via social media (Abbasi et al., 2018; Adamopoulos et al., 2018; Bollegala et al., 2018). 
In Valle-Cruz et al. (2017), a radial word cloud is generated based on data collected to classify topics 
in Twitter. These radial words are partitioned into three categories consisting of core words (with the 
highest frequency), middle words (with important frequency) and border words (less significant 
frequency with bad or nasty words). Other researchers have implemented text mining for their 
research development, including biomedical literature mining (Bhasuran et al., 2018; Rasid et al., 
2018; Sun et al., 2018; Xing et al., 2018); defence and security (Li et al., 2016; Sohrabi et al., 2018; 
Zainol et al., 2018b); automated surveillance systems (Baek & Hong, 2017; Kwon et al., 2017); 
political communications (Mhamdi et al., 2018; Redek and Godnov, 2018); and relationship analysis 
of keywords and chapters of the Quran and Hadith (Nohuddin et al., 2013; Nohuddin et al., 2015; 
Zainol et al., 2016). Several others have used semantic networks, human communication principles, 
logic, linguistics, etc., to extract and represent important information within the text (Wani et al., 
2018, 2019; Zainol et al., 2018c). Some other studies have applied text mining that focused on 
frequent patterns to generate association rules (Kulkarni & Kulkarni, 2016; Zainol et al., 2018e). 
 
In the military operations context, Marzukhi et al. (2018) proposed a framework of “Knowledge-
Based System” to assist the Malaysian United Nations Military Observers (UNMO) in conducting the 
United Nations (UN) peacekeeping operations at the countries of deployment. By using data mining 
techniques (e.g., clustering or association rule mining), beneficial knowledge, including hidden 
patterns from various sources related to the peacekeeping mission that is required by UNMO, can be 
integrated into the rugged tablet or any pervasive equipment to assist in peacekeeping operations. 
Research of text mining in social media has gained increasing attention of current researchers, 
covering various social media platforms, such as Facebook and Twitter. To analyse the sentiment in 
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social media posts, Gil et al. (2018) performed a tweet analysis of feelings and opinions from Twitter 
related to the Colombian post conflict, which has become a widely debated topic in the world. A total 
of 250 tweets of Colombians and 250 tweets of foreigners were collected. Word cloud and Excel tool 
“TEXT2DATA” were implemented, with the latter being a prominent tool for text and keyword 
classification that offers text analytics SaaS services such as in-depth analysis, social media data, 
cloud computing and features such as sentiment analysis application programming interface (API), 
Twitter sentiment engine, and user classification models. Using comparative analysis, they have 
observed that the tweets of foreigners have more positive feelings as compared to the Colombian 
tweets. 
 
In addition, scholars in China have adopted text mining for medical records and literature to 
determine the commonalities between rheumatoid arthritis (RA) and diabetes mellitus (DM) to 
understand the mechanisms of Chinese medicine (CM) and provide intervention in diagnosis (Zhao et 
al., 2018). They applied semi-structured data from PubMed articles with the terms rheumatoid 
arthritis and diabetes mellitus. The dataset was downloaded in the form of an XML file. One dataset 
containing 104,481 items for RA, and another dataset containing 260,008 items for DM were 
obtained, and a similar process of text mining was implemented. The calculation of the network of 
patterns associated with Chinese herbal medicine (CHM) is performed using a different approach, 
which is based on the association of the patterns with CHM. The calculation was based on the 
principle of co-occurrence of CM pattern and CHM within the same article. The commonalities 
existing between networks of CM patterns, herb formula, and biological networks of diseases RA and 
DM were measured, and statistical analysis between attributes were calculated using the SAS 9.1.3 
statistical package.  
 
 
2.3 Document Analysis 
 
Text mining has been successfully used by many researchers to examine huge amounts of text data in 
the business, health-care and education sectors. According to Abdous & He (2011), text mining has 
the ability to transform raw data into valuable information that can be actionable. Their research used 
text mining to study questions that students uploaded online, and identified student learning trends 
and technology-related problems. Besides that, a research conducted by Yassine & Hajj (2010) used 
text mining to determine the emotions of the texts in social media. Their research used text clustering, 
text classification, data pre-processing and data mining to determine whether there are emotions in the 
texts. 
 
Text mining consists of two phases, which are text refining and knowledge distillation. In the text 
refining phase, text documents are transformed into either document-based intermediate form or 
concept-based intermediate form. A document-based intermediate form can also be converted into a 
concept-based intermediate form by extracting the related information. This is represented in Figure 2, 
Stage 2. The knowledge distillation phase consists of a process whereby patterns and facts from the 
intermediate form is understood in Stage 2 (representations). Document-based intermediate form falls 
under clustering, categorisation and visualisation in Stage 3 (analysis) (Lee et al., 2018). 

 
Figure 2: Text mining phases (Adopted from Lee et al., 2018). 
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2.4 Keyword Extraction Using Term Frequency-Inverse Document Frequency (TF-IDF) 
 
The term information extraction was known and has grown since the 1980s. One of the most 
important aspects of text mining is information extraction, which extracts and identifies important 
information hidden in the texts. The information identified relates to some entities, events or 
relationships between the entities. The information extracted will then be transferred and kept in a 
database for queries and mining to discover the hidden knowledge (Umajancy & Thanamani, 2013). 
According Sarawagi (2008), information extraction relates to identifying entities relationship and also 
the characteristics that describe the entities. Information extraction differs from information retrieval, 
whereby the aim of information extraction is to identify particular features from the unstructured text 
contained in a document instead of the whole document.  

 
Corpus is a collection of documents, where these documents consist of a set of tokens. A token is a 
string of characters, whereas a term is a sequence of tokens. Natural language processing is employed 
to try to figure out what term is indicated by the token. Therefore, various weighing strategies are 
introduced to count the terms. The basic strategy for quantifying each term involves obtaining the 
corpus of terms and performing simple data cleaning such as stemming, text parsing and text filtering. 
Next is to represent each document and each term into a matrix form in a vector space to perform 
topic clustering. In order to measure which term has the highest weight, term frequency (TF) will be 
needed to count how frequently the word appears in the document. There are times where a word 
occurring in a document is unimportant, even though the frequency count is high. Therefore, simple 
data cleaning process needs to be conducted such as removing the stop words and stemming. A list of 
stop words may be generated from here (Zipf, 1949; Hong et al., 2013).  
 
Another strategy is to look at the term’s inverse document frequency (IDF), whereby it uses the 
entropy weight formulas. The formulas decrease the weight of commonly used words that appear in 
the document and increase the weight of words that have less frequency. In other words, if a term 
appears in every document, then IDF weighs it as 1. In order to know whether the word is important 
or not, each term frequency will be taken into consideration. The general formula used for IDF (Hong 
et al., 2013) is as follows:  
 
    (TF -IDF)i, j = TFi,j × IDF i                             (1) 

 
Besides the above strategy, another well-known formula would be Zipf’s Law (Zipf, 1949). The Zipf 
formula is to rank words in decreasing frequency from a very large text document and plot a log graph 
(Figure 3). Zipf’s Law allows the identification of important terms used in the documents 
(Chakraborty et al., 2013). 

 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 3: IDF with Zipf’s Law (Adopted from Robertson, 2004). 
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3. FRAMEWORK OF DOCUMENT AND KEYWORD RELATIONSHIP ANALYSIS 

The proposed framework is an enhanced version adopted from Nohuddin & Zainol (2014) and Zainol 
et al. (2018d). The optimised framework is used to generate term relationships’ from the survey 
documents, answered by military respondents. Figure 4 illustrates the framework of document and 
keyword relationship analysis (FDKRA). It consists of four phases: (i) An online platform for survey 
collection from respondents; (ii) Processing and conversion of the survey content into military tacit 
knowledge base; (iii) Document and keyword analysis module; and (iv) Visualisation features to 
present experiment findings. Document and Keyword Analysis is the main analysis engine for 
extraction and ranking of documents and keywords / term relationships from the military tacit 
knowledge base. Finally, the discovered document and keyword relationships are presented using 
three visualisation types; word cloud, network graph and bubble graph. The data repository is called 
as Military Tacit Knowledge Base. It embraces the term "knowledge base" to characterise its 
knowledge repositories to serve as a repository of manuals, procedures, policies, best practices, 
reusable designs and code, etc. A knowledge base is a special kind of database that offers resources 
for the computerised collection, organisation and retrieval of knowledge in a specific field (Ritchey et 
al., 2011).  
 
 

 

Figure 4: Framework of document and keyword relationship analysis (FDKRA). 
 
 
The tacit knowledge was collected using an online survey, among officer cadets at UPNM. This 
method offers higher response speed as compared to other survey methods (Sue & Ritter, 2011), such 
as interview, face-to-face interview, mail, etc. The questions in the online survey are based on the 
basic military survival skills. Table 1 presents a sample of the questions used in the online survey. The 
respondents consist of both male and female officer cadets from UPNM, who are in their third or 
fourth year of studies. The diverse sampling is achieved by including officer cadets from different 
undergraduate courses in three different military services, i.e., Malaysian Army, Royal Malaysian 
Navy and Royal Malaysia Air Force. The survey dataset underwent text pre-processing to ensure 
correct format for different terms and keywords before text analysis. 
 
The next element in the FDKRA describes the representation of the document, which refers to 
respondent and keyword findings and analysis. Based on the keyword pattern found in the documents, 
the related patterns within a group are discovered. The relationship of the keywords should represent 
the content of respondents’ answers in the survey. As mentioned earlier in Section 3, this paper is a 
part of the second component of FDKRA, focussing on grouping of selected keywords and visualising 
them as important keywords from lessons learnt through experiences and skills among officer cadets. 
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Table 1: Sample of the online surveys questions adopted from Zainol et al. (2018d) 

Questions 

1. Anda sebagai Pegawai Muda dan anda ditugaskan untuk mengetuai sebuah operasi di hutan 
Grik untuk mengesan saki baki komunis. Pada pendapat anda apakah perkara yang paling 
utama perlu dilakukan selepas menduduki pangkalan? 
You as a young officer and you are assigned to head an operation in the Grik forest to detect 
the remnants of communism. In your opinion what is the most important thing to do after 
occupying the base? 

2. Sila nyatakan kenapa anda beranggapan begitu? 
  Please indicate why you think so? 

 
3. Sekiranya anda mendapati sumber air yang pasukan anda minum tercemar kerana telah 

diracuni pihak musuh. Apakah tindakan anda? 
In case you have found a source of drinking water that is contaminated because your team 
has poisoned the enemy. What is your action? 
 

 
 

3.1 Document and Keyword Module 
 
This module is developed based on the concept of TF-IDF, counting and ranking the words in the 
given content, followed by selecting words that occur more than the threshold. This module generates 
a DKM, which is a m x n matrix that represents documents (surveys) versus terms (frequent 
keywords). DKM tracks the term frequency for each term in all the surveys. Thus, DKM can become 
a very large sparse matrix, depending on the number of surveys and number of terms in each survey. 
DKM representation is a method to represent the documents as numeric structures. Representing text 
as a numerical structure is a common starting point for text mining and analytics, such as search and 
ranking, creating taxonomies, categorisation, document similarity and text-based machine learning. 
 

 
3.2  Keyword Relationship Visualization Module 
 
The module consists of three different types of visualisations: (i) Word Cloud, a graphical 
representation of keyword frequency. Keywords are usually single words, with the importance of each 
keyword is differentiated with font size or colour; (ii) Network Graph illustrates relationships between 
survey documents and keywords. Keywords are displayed as round nodes and lines are used to 
represent the relationships between them; and (iii) Bubble Graph exhibits each document and its 
keywords. Each document is presented in a bubble and keywords associated with the documents are 
represented in sub-bubbles, following the DKM. Sub-bubbles are differentiated with colours and 
sizes. 
 
 
4. RESULTS AND DISCUSSION  
 
This section presents the experimental results using FDKRA. In this experiment, a set of 60 
respondents from the online surveys is applied as the input. Each respondent corresponds to a single 
document. The online surveys are prepared as plain text documents. Text pre-processing is an 
important step in most text mining techniques and applications. It prepares the input data for 
consequent analysis. Low quality of text data affects the accuracy of text mining results. Most text-
based documents are often very noisy containing typos, errors and multiple acronyms for the same 
word. The text is pre-processed to remove stop words, numbers, symbols, punctuation marks, etc., in 
order to achieve a reliable result. This can improve both the quality of data and accuracy, and 
effectiveness of text mining. There are two main steps in pre-processing: stop words removal and 
stemming. At first, all text documents (Figure 5) are converted into lowercase for standardisation. 
This is to ensure that multiple form of keywords such as “pegawai”, “Pegawai”, “pegaWai” and 
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“PEGAWAI” are treated similarly in the experiment. It is followed by removal of numbers, 
whitespace, punctuation marks and symbols from the plain text documents. The stop word removal 
and stemming steps are conducted manually as the automatic tools for Bahasa Malaysia are not 
readily available.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5: DKM processing 
 
 
Most of text mining tasks require data to be represented in the form of a matrix or vector – document 
term matrix (DTM) or term document matrix (TDM). As illustrated in Figure 5, the Document 
Keyword Matrix (DKM) consists of 305 terms extracted from 60 documents with 94% sparsity. 
Sparsity refers to the threshold of relative document frequency for a term. The table below shows that 
94% of the row entries in DKM contains zero entries. In other words, most keywords on DKM do not 
appear in most of text documents. For example, the keywords “awal”, “asing”, “asas”, and “aliran” 
are marked as zero in most text documents. Therefore, these less frequent keywords need to be 
removed. 
 
Table 2 shows the results of removing sparse in DKM, with 12 keywords extracted from 60 
documents with 75% sparsity. In other words, a 60 x 12 matrix is created representing 12 unique 
keywords and 60 text documents. The new DKM becomes an input for the word cloud and network 
analysis graph for keywords and respondents. Figure 6 shows the visualisation of most frequently 
used keywords within the text documents, in the form of a word cloud. The size of keywords 
corresponds to the frequency of the terms.  The larger font size corresponds to a higher frequency 
value. Based on our observation, the terms “air” (93), “anggota” (75), “lindung” (64), “sumber” (61), 
“cari” (46), “laku” (31), “dirikhemah” (40), “musuh” (30), “tempat” (26), “serang” (22), “selamat” 
(24) and “sebut” (24) have the highest frequencies in the dataset. 
  
 

Table 2: Partial DKM (TF) after removing sparse terms. 

Docu-
ments 

 Keywords 
air anggo-

ta 
cari laku selam-

at 
sum-
ber 

temp-
at 

diri-
khemah 

lind-
ung 

musuh sera-
ng 

sebut 

Res1 2 3 1 2 1 2 1 0 0 0 0 0 
Res2 0 1 0 0 0 0 0 1 2 0 0 0 
Res3 4 1 2 0 0 3 0 1 0 0 0 0 
Res4 2 3 1 0 3 2 0 1 2 1 0 1 
… … … … … … … … … … … … … 
… … … … … … … …. … … … … … 

Res60 4 0 2 0 0 4 1 0 0 0 0 0 

 

 

Anda sebagai Pegawai 
Muda dan anda ditugaskan 
untuk mengetuai sebuah 
operasi di hutan Grik untuk 
mengesan saki baki 
komunis. Pada pendapat 
anda apakah perkara yang 
paling utama perlu 
dilakukan selepas 
menduduki pangkalan? 

Anda sebagai Pegawai 
Muda dan anda ditugaskan 
untuk mengetuai sebuah 
operasi di hutan Grik untuk 
mengesan saki baki 
komunis. Pada pendapat 
anda apakah perkara yang 
paling utama perlu 
dilakukan selepas 
menduduki pangkalan? 

Anda sebagai Pegawai 
Muda dan anda ditugaskan 
untuk mengetuai sebuah 
operasi di hutan Grik untuk 
mengesan saki baki 
komunis. Pada pendapat 
anda apakah perkara yang 
paling utama perlu 
dilakukan selepas 
menduduki pangkalan? 

Sekiranya anda mendapati 
sumber air yang pasukan 
anda minum tercemar 
kerana telah diracuni pihak 
musuh. Apakah tindakan 
anda? 

Anda sebagai Pegawai 
Muda dan anda ditugaskan 
untuk mengetuai sebuah 
operasi di hutan Grik untuk 
mengesan saki baki 
komunis. Pada pendapat 
anda apakah perkara yang 
paling utama perlu 
dilakukan selepas 
menduduki pangkalan? 

 

Document Keyword Matrix (DKM) Plain Text Documents 
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Figure 6: Word cloud of the DKM. 

 
After the text documents are pre-processed, the DKM is transformed into a TF-IDF representation, 
which highlights important terms in the survey. The term-weighting statistics is applied for 
identifying important keywords in a collection of text documents. Each keyword is assigned a weight, 
which represents its importance in the text document (Table 3). The infrequent keywords with less 
weight are discarded. Thus, the list of terms in a text document can be arranged according to its 
importance. In this experiment, a subset of the most important terms is selected as keywords. The 
DKM also becomes an input for the network analysis map and bubble graph.  
 

Table 3: Partial DKM (TF-IDF). 

Docu-
ments 

 Keywords 
air ang-

gota 
cari laku sela-

mat 
sum-
ber 

tempat diri-
khem-

ah 

lind-
ung 

mus-
uh 

sera-
ng 

sebut 

Res1 0.026 0.041 0.020 0.066 0.043 0.045 0.039 0 0 0 0 0 
Res2 0 0.049 0 0 0 0 0 0.063 0.127 0 0 0 
Res3 0.089 0.024 0.071 0 0 0.118 0 0.030 0 0 0 0 
Res4 0.066 0.041 0.099 0.026 0 0.058 0.067 0.015 0.014 0.029 0 0.067 
… … … … … … … … … … … … … 
… … … … … … … … … … … … … 

Res60 0.098 0 0.078 0 0 0.173 0.075 0 0 0 0 0 
 
 
 
Although the DKM consists of the summary of respondents and their related keywords, it lacks visual 
representation of data, particularly mapping the relationship between keyword and respondents. 
Therefore, the DKM is transformed into a network analysis map to illustrate the connection of 
keywords and respondents linked to one another. Figure 7 illustrates the network analysis 
visualisation of the 60 respondents with all the keywords. The blue nodes represent the 12 keywords 
such as “lindung”, “sumber”, “air”, “anggota”, “musuh”, “dirikhemah”, “tempat”, “sebut”, “selamat” 
“serang”, “musuh” and “cari”. On the other hand, the red nodes represent the 60 respondents of the 
survey. The green and red lines represent the linkages between respondents and keywords. The 
thickness of colours for each connection is represented by the value of the occurrence of keywords in 
related documents, as per the DKM.  For example, it can be clearly seen that the keyword “air” is 
linked to Respondents 5, 6, 12, 14, 26, 36, 45 47, 49, etc. These linkages denote that the keyword 
“air” is often mentioned by respondents in the survey. This relates to the survey on finding a water 
source after occupying the base during the mission.  
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Figure 7: DKM network analysis map for selected important keywords. 
 
 
Figure 8 visualises a bubble graph that illustrates 60 respondents with its important keywords 
developed from the DKM. This diagram is developed using Java Script. Each respondent is 
represented in a bubble together with its related keywords as sub-bubbles. The size of bubbles is 
dependent on the weight of a respondent and associated keywords. The legend on the left hand side 
contains 12 different coloured boxes indicating the type of keywords. The details of sub-bubbles can 
be further visualised by clicking on the selected bubble. 
 
 

Legend 
 

  
 

Figure 8: Bubble graph for 60 respondents and 12 keywords. 
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For example, the bubble graph for Respondent 18 can be further visualised in Figure 9. Basically, it 
consists of five small sub-bubbles that relate to important keywords such as “serang”, “anggota”, 
“cari”, “musuh” and “air”, which indicate that “anggota akan mencari dan menyerang musuh, serta  
mencari sumber air”. In other words, the troops will search and attack the enemies, as well as look for 
water source. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 9: Bubble graph for Respondent 18. 

 
 

5. CONCLUSION 

In this paper, the FDKRA framework was used to enable the collection and processing of the content 
of military tacit knowledge using four main phases: (i) The first phase provides an online platform for 
survey collection from respondents; (ii) The second phase processes the survey content into military 
tacit knowledge base; (iii) The third phase consists of the document and keyword analysis module and 
(iv) The fourth phase provides visualisation features to present experimental findings. The results 
presented demonstrate specific findings from experiential-based learning and decisions that may not 
be explicitly taught as formal skills. It also highlights the need to examine the experiential corpora for 
the generation of a tacit knowledge corpora pertaining to different aspects of army training, in 
particular, and other critical domains, in general. The current study focused on the cadets undergoing 
training inside a specific institution. However, the broader aim was to understand the existence of tacit 
knowledge and revealing some critical information hidden in it, as compared to classical handbooks. 
Formal methods and dynamic tacit knowledge can together enhance the skills of the cadets, and 
prepare them to be better equipped to tackle modern day situations. This also applies to other critical 
domain such as healthcare, etc. This research investigated the best techniques for capturing military 
tacit knowledge amongst officer cadets. Future work will focus on knowledge collection and the 
process of extraction of keywords, based on semantic text patterns.  
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ABSTRACT 
 
The ionosphere is the region in the Earth’s atmosphere that is ionised by the sun’s radiation. A radio 
wave traveling through it will experience a delay that varies with the frequency of the signal. The 
radio signals from Global Positioning System (GPS) on L1 (1,575.42MHz) and L2 (1,227.6MHz) will 
experience different delays when passing through the ionosphere. The total electron content (TEC) 
can be obtained from the difference of ionospheric delay between the L1 and L2 signals. In this paper, 
Japan’s nationwide dual frequency GPS network data was used to investigate the ionospheric TEC as 
an earthquake precursor. The TEC with 15 s interval was computed from L1 and L2 measurements. 
Ionospheric TEC anomalies were investigated for three selected earthquake events with Mw > 6.0. 
The results show deviation in TEC as early as two weeks prior to all three seismic events. It is 
suggested continuous observations of TEC variations and peculiar anomalies using GPS receivers 
can be considered as one of the important parameters for earthquake precursor detection. 
 
Keywords: Global Positioning System (GPS); Ionosphere; total electron content (TEC) anomaly; 

earthquake precursor. 
 
 
1. INTRODUCTION 

 
Earth is formed by many pieces like a puzzle that is not flat, slowly moving around and bumping to 
each other. The pieces that are moving around are known as tectonic plates, with the edges of the 
plates called as plate boundaries, which are made up by many of faults. An earthquake is formed 
when the faults collide with each other and break due to increased pressure. The earth will send out 
transient signals, sometimes strong, more often subtle and fleeting prior to large earthquakes 
(Pulinets, 2007). The deformation on the crust from the source of the earthquake activates the 
electronic charged carriers known as positive holes giving rise to peroxy defects in the crystals and 
minerals of crustal rocks (Freund et al., 2009; Freund, 2011; Grantet et al., 2015). These positive 
holes leave the electrons and move to the surface leading to the ionisation of the lower atmosphere 
and further move through the troposphere up to the lower ionosphere where they join with the 
electrons. Depending upon the process of ionisation, the electrons may either decrease or increase. 
These signals with a wide range of frequencies will induce a variety of atmospheric and ionospheric 
perturbations. Furthermore, active geochemical processes, such as emanation of several types of 
gaseous components during the earthquake preparation period, induce ion cluster formation in the 
near ground layer of the atmosphere in earthquake preparation zone. As a result, this layer becomes 
rich in ions, leading to the generation of an anomalously strong vertical electric field. The electric 
field leads to the occurrence of ionospheric plasma (negative or positive) in the ionosphere (Pulinets 
et al., 2004; Klimenko et al., 2011). More recently, De Santis et al. (2017), Akhoondzadeh et al. 
(2018), Marchetti & Akhoondzadeh (2018), Akhoondzadeh et al. (2019) and Marchetti et al. (2019) 
performed deep analyses of particular important case studies, where some original techniques were 
applied in order to discriminate between solar effects and potential lithospheric effects preceding 
strong earthquakes. 
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The ionosphere is a part of the Earth’s atmosphere that contains a lot of free negatively charged 
electrons before bonding with positively charged ions (Ho et al., 2017). The free electrons inside the 
plasma are formed by sun activities and the thermosphere. The counteract heating in the thermosphere 
leads to energy release and forms the free electrons. In addition, the sun activities, such as ultraviolet 
radiations, may affect the volume of free electrons (Aon et al., 2017). The density of the free 
electrons, also known as total electron content (TEC), which is a measure of the number of free 
negatively electrons in a cross sectional area. One TEC unit is 1016 electrons/m2.  
 
Ionospheric TEC modelling is one of the possible methods to be used as an earthquake precursor, 
where ionospheric anomalies are observed prior to seismic event. Sunardi et al. (2016) studied a 
Japanese 9.0 Mw earthquake in March 2011 and pointed out that the TEC fluctuations were higher 
than the normal condition observed using GPS. In addition, they found that ionospheric TEC 
modelling can be used as an earthquake early warning system for higher magnitude earthquakes. 
However, ionospheric TEC modelling for earthquakes early warning system still needs to be further 
isolated from solar and geomagnetic field activities, with was confirmed by other earthquake events 
(Dogan et al., 2011; Katamzi, 2011; Heki et al., 2013). 
 
In the present study, Japanese nationwide GPS data were used to measure the TEC variation in the 
ionosphere that might have been induced by earthquakes. Three earthquake events were chosen, 
which are the Tohoku earthquake (2011), Kumamoto earthquake (2016) and Hokkaido earthquake 
(2018). Slant TEC (STEC) was computed using both phase and code values for L1 and L2 GPS 
frequencies in order to eliminate the effect of tropospheric water vapour and clock errors. Based on 
the assumption of thin-shell ionosphere at a fixed height of 450 km, STEC is converted into 
equivalent vertical TEC (VTEC). The results were analysed with other inducing factors (geomagnetic 
storm and solar flare) affecting TEC in order to constraint the causative factor. 
 
 
2.  GPS DATA PROCESSING  
 
Dual frequency GPS data were obtained from the Geospatial Information Authority of Japan. The 
ionospheric TEC anomalies were investigated for a period of two weeks before the three earthquake 
events in Japan. Figure 1 and Table 1 show the epicentres of the earthquake events.  
 

 

Figure 1: Epicentres of earthquake events in Japan, with the blue marker for the Hokkaido earthquake, 
the black marker as the Tohoku earthquake, and the red marker as the Kumamoto earthquake. 
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Table 1: Coordinates of the three earthquake events. 

Date  Time  Region  Place Epicentre 
11/3/2011 05:46 Central  Tohoku 38.510N, 142.792E 
15/4/2016 16:25 South  Kumamoto 32.791N, 130.754E 
5/9/2018 18:08 North  Hokkaido  42.671N, 141.933E 

 
The GPS data was used to calculate the STEC using the following equation (Ma et al. 2003): 
 

ܥܧܶܵ ൌ 	
2ሺ ଵ݂ ଶ݂ሻଶ

൫ܭ ଵ݂
ଶ െ ଶ݂

ଶ൯
ሺ ଶܲ െ ଵܲሻ (1) 

 
where: 
 f1  - GPS L1 signal frequency = 1,575.42 MHz  
 f2  - GPS L2 signal frequency = 1,227.60 MHz 
 K  - constant value = 40.3  
 P1  - code of pseudoranges 
 P2  - code of pseudoranges 
 
In order to determine the VTEC, the elevation angle from each satellite was needed as in the 
following equation (Abdullah et al., 2009): 

 

ܥܧܸܶ ൌ ሺ
ܥܧܶܵ െ	|ܾܴ ൅ ܾܵ|

ܵሺܧሻ
ሻ (2) 

 
where: 

bR - receiver bias 
bS - satellite bias 
 

ܵሺܧሻ ൌ 	
1

ᇱݔ	ݏ݋ܿ
 (3) 

 
with the cos x’ formula being: 
 

ݏ݋ܿ ᇱݔ ൌ 	ඨ1 ൅ ൬
ܴ௫	ܿݔݏ݋
ܴ௫ା݄௠

൰
ଶ

 (4) 

 
where:    

Rx - the mean of radius of earth 
 hm - height of ionospheric layer = 350 km 
 x   - elevation angle of the satellite  
 x’ - (900 – x)    
 
In order to investigate the TEC anomalies, the median of the TEC value, X and the standard deviation 
of the TEC value, σ for 14 running days were computed and further used to determine the upper 
boundary (UB) and lower boundary (LB) of the TEC signal using the following equations (Sharma et 
al., 2017): 
 

ܤܷ ൌ ܺ ൅ 1.34 ∗  (5) ߪ
 

ܤܮ ൌ ܺ െ 1.34 ∗  (6) ߪ
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The TEC values, and upper and lower boundaries were plotted for further analysis. Any TEC values 
crossing these limits are considered anomaly. Hence, a mathematical model was constructed that 
gives the anomalous behaviour of ionospheric TEC, where VTEC must lie between the upper and 
lower boundary limit in normal ionospheric condition. Geomagnetic field and solar flux data and from 
Canada.ca were obtained to isolate the anomalous fluctuation signals that were not affected by solar 
flux and geomagnetic field. 
 

 
3. RESULTS AND DISCUSSION 
 
In this study, ionospheric TEC was used to investigate the time evolution of ionosphere anomalies 
that is expected for earthquakes with magnitude larger than 6.0 Mw. 
 
3.1  Tohoku Earthquake (11 March 2011) 
 
The main shock magnitude of the Tohoku earthquake was 9.1 Mw, with the details shown in Table 2. 
The GPS data used for the study was from 25 February to 10 March 2011. The epicentre and the 
nearby GPS receiver stations are shown in the Figure 2. 
 

Table 2: Details of the Tohoku earthquake. 

Earthquake Date  UTC 
time 

Coordinate of earthquake Magnitude of 
earthquake 

Foreshock  9/3/2011 02:45 38.424N, 142.836E 7.2 
Main shock 11/3/2011 05:46 38.510N, 142.792E 9.1 
After shock 11/3/2011 06:26 38.510N, 142.792E 7.1 

 

 

Figure 2: Coordinates of the epicentre of the earthquake (red marker) and nearby GPS receiver stations 
(blue and black markers). 

 
Table 3 shows the geomagnetic field, Kp for two weeks before the earthquake occurred, where 
majority values are found to be low during the period. The Kp index on 1 and 10 March 2011 shows 
that geomagnetic activities may have induced ionospheric fluctuations. Therefore, any TEC anomalies 
on these two days were not identified as earthquake precursor. 
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Table 3: Geomagnetic field for two weeks before the earthquake. 

Date  Time (UTC) 

0-3 3-6 6-9 9-12 12-15 15-18 18-21 21-24 

Geomagnetic field, Kp 

2/25/11 0 0 0 0 1 0 1 0 

2/26/11 0 1 0 1 1 1 1 0 

2/27/11 0 0 0 0 1 1 0 0 

2/28/11 0 0 1 1 1 0 0 1 

3/1/11 2 2 3 3 4 4 4 3 

3/2/11 3 3 2 2 3 3 2 3 

3/3/11 3 2 3 2 3 2 2 3 

3/4/11 2 2 2 2 2 1 2 2 

3/5/11 1 2 0 1 2 1 1 1 

3/6/11 0 1 0 0 2 1 2 2 

3/7/11 2 2 1 1 2 1 3 2 

3/8/11 3 1 1 0 1 1 1 0 

3/9/11 1 0 1 0 1 1 1 1 

3/10/11 2 2 4 3 2 2 3 4 

 
The daily solar flux is shown in Figure 3, with higher value found on 8 March 2011. It means that a 
solar storm had occurred, releasing particles and molecules to the ionosphere which could have 
increased the TEC values. 
 

 

Figure 3: Daily solar flux for two weeks before the earthquake. 
 
The daily TEC values along with the upper and lower boundaries were plotted, as shown in Figure 4. 
After excluding all of the events possibly triggered by geomagnetic and solar activities, the TEC 
anomalies identified as earthquake precursor were found to have occurred on 25 February, and 2 to 9 
March 2011. 
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Figure 4: Daily TEC values for the second GPS receiver station, where the blue plot is the TEC data; red 
plot is the upper boundary; green plot is the lower boundary; purple circles are event possibly triggered 

by geomagnetic and solar activities; and black circles are TEC anomalies identified as earthquake 
precursor. 

 
The GPS receiver stations in Tohoku were damaged on the earthquake day. Therefore, there is no 
available data beyond 10 March 2011. The summary of ionospheric TEC anomaly analysis for the 
Tohoku earthquake is shown in Table 4. The anomalies on 1 and 10 March 2011 are excluded as 
earthquake precursor due to active geomagnetic field and solar events. 
 

Table 4: The relationship between geomagnetic field and solar flux on the anomaly days. 

Anomaly date Solar flux Geomagnetic field TEC 
1/3/2011 111 Active   Lower than lower boundary 
2/3/2011 113 Quiet Higher than upper boundary 
3/3/2011 121 Quiet Higher than upper boundary 
4/3/2011 127 Quiet Higher than upper boundary 
5/3/2011 135 Quiet Higher than upper boundary 
6/3/2011 143 Quiet Higher than upper boundary 
7/3/2011 153 Quiet Higher than upper boundary 
8/3/2011 155 Quiet Higher than upper boundary 
9/3/2011 143 Quiet Higher than upper boundary 
10/3/2011 131 Active   Higher than upper boundary 

 
 
3.2  Kumamoto Earthquake (16 April 2016) 
 
The main shock magnitude of the Kumamoto earthquake was 7.0 Mw, with the details shown in Table 
5. The GPS data used for the study was from 1 to 22 April 2016. The epicentre and nearby GPS 
receiver stations are shown in Figure 5. 
 

Table 5: Details of the Kumamoto earthquake. 

Earthquake Date UTC time Coordinate of earthquake Magnitude of 
earthquake 

Foreshock 14/4/2016 12:26 32.753N, 130.762E 6.1 
Main shock 15/4/2016 16:25 32.791N, 130.754E 7.0 
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Figure 5: Coordinates of the epicentre of the earthquake (red marker) and nearby GPS receiver stations 
(blue and black markers). 

 
 
 
Table 6 shows the geomagnetic field for two weeks before and one week after the earthquake 
occurred. The majority values of Kp index are low during the period. The Kp index on 7 to 9 and 12 
April 2016 shows that geomagnetic activities started to become active, while the Kp index on 2 to 3 
April and 13 to 14 April 2016 shows that geomagnetic storms had occurred. Kp index that is 5 or 
higher is categorised as geomagnetic storm and the fluctuations on these four days were not identified 
as earthquake precursor. A geomagnetic storm also occurred on 17 April 2016, but it was after the 
earthquake occurred.  
 
The daily solar flux is shown in Figure 6, with higher values found for 9 to 15 April 2016. It means 
that a solar storm had occurred, releasing particles and molecules to the ionosphere for around two to 
three days on these days, which could have increased the TEC values. 
 
The daily TEC values along with the upper and lower boundaries were plotted, as shown in Figures 7 
and 8. Figure 7 shows the daily TEC values for two weeks before the earthquake, while Figure 8 
shows the daily TEC values for one week after the earthquake. After excluding all of the events 
possibly triggered by geomagnetic and solar activities, the TEC anomalies identified as earthquake 
precursor were found to have occurred on 3 to 12 April 2016 (Figure 7). From the Figure 8, 
ionospheric TEC anomalies still occurred after the earthquake indicating the recovery phase of 
earthquake ionosphere. 
 
The summary of ionospheric TEC anomaly analysis is shown in Table 7. The anomalies on 3-4 and 
13-15 April 2016 are excluded as earthquake precursor due to active geomagnetic field and solar 
events. 
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Table 6: Geomagnetic field for two weeks before and one week after the earthquake. 

Date Hours 

0-3 3-6 6-9 9-12 12-15 15-18 18-21 21-24 

Geomagnetic field, Kp 

4/1/2016 0 0 0 0 0 1 1 1 

4/2/2016 2 0 0 0 2 4 3 5 

4/3/2016 5 3 3 3 1 1 1 3 

4/4/2016 2 2 2 1 2 1 1 0 

4/5/2016 1 1 1 0 2 1 2 2 

4/6/2016 2 1 1 2 1 1 1 1 

4/7/2016 1 0 0 1 1 1 3 4 

4/8/2016 4 2 2 0 0 0 1 1 

4/9/2016 0 0 0 0 1 1 1 0 

4/10/2016 0 1 4 2 0 0 1 2 

4/11/2016 0 0 0 1 1 2 1 1 

4/12/2016 2 1 2 2 3 3 3 4 

4/13/2016 6 5 6 4 4 4 2 2 

4/14/2016 3 2 3 6 6 3 2 3 

4/15/2016 4 2 0 0 1 1 1 1 

4/16/2016 0 0 3 3 2 2 3 3 

4/17/2016 3 6 4 3 3 2 3 2 

4/18/2016 2 1 1 1 0 0 1 1 

4/19/2016 0 0 1 0 1 0 0 0 

4/20/2016 0 1 2 3 0 0 0 0 

4/21/2016 0 1 0 0 1 2 1 2 

4/22/2016 2 1 2 2 2 2 3 3 

 
 
 

 

Figure 6: Daily solar flux for two weeks before and one week after the earthquake. 
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Figure 7: Daily TEC values for two weeks before the earthquake for the first GPS receiver, where the 
blue plot is the TEC data; red plot is the upper boundary; green plot is the lower boundary; purple 
circles are event possibly triggered by geomagnetic and solar activities; and black circles are TEC 

identified as earthquake precursor. 
 

 
 
 

 

Figure 8: Daily TEC values for one week after the earthquake for the first GPS receiver, where the blue 
plot is the TEC data; red plot is the upper boundary; green plot is the lower boundary; purple circles are 
event possibly triggered by geomagnetic and solar activities; and black circles are TEC anomalies during 

the earthquake recovery phase. 
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Table 7: The relationship between geomagnetic field and solar flux on the anomaly days. 

Anomaly date Solar flux Geomagnetic field TEC 
3/4/2016 82 Active  Higher than upper boundary 
4/4/2016 83 Active Higher than upper boundary 
5/4/2016 83 Quiet Higher than upper boundary 
6/4/2016 87 Quiet Higher than upper boundary 
8/4/2016 98 Quiet Higher than upper boundary 
9/4/2016 107 Quiet Higher than upper boundary 
11/4/2016 115 Quiet Higher than upper boundary 
12/4/2016 112 Quiet Higher than upper boundary 
13/4/2016 110 Active Higher than upper boundary 
14/4/2016 143 Active Higher than upper boundary 
15/4/2016 131 Active   Lower than lower boundary 
16/4/2016 110 Quiet Higher than upper boundary 
18/4/2016 95 Quiet Higher than upper boundary 
19/4/2016 89 Quiet Lower than lower boundary 
21/4/2016 77 Quiet Lower than lower boundary 
22/4/2016 77 Quiet Lower than lower boundary 

 
 
3.3  Hokkaido Earthquake (6 September 2018) 
 
The main shock magnitude of the Hokkaido earthquake was 6.6 Mw, with the details shown in Table 
8. The data used for the study was from 22 August to 12 September 2018. The epicentre and nearby 
GNSS receiver stations are shown in the Figure 9. 
 

 
 

Figure 9: Coordinates of the epicentre of the earthquake (red marker) and nearby GPS receiver stations 
(blue and black markers). 

 
 

Table 8: Details of the Hokkaido earthquake. 

Earthquake Date  UTC 
time 

Coordinate of earthquake Magnitude of  
earthquake 

Main shock 5/9/2018 18:08 42.671N, 141.533E 6.6 
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Table 8 shows the geomagnetic field for two weeks before and one week after the earthquake 
occurred. The majority of Kp index are low during the period. The Kp index on 28 August, and 4 and 
10 September 2018 shows that geomagnetic activities started to become active, while the Kp index on 
26 and 27 August 2019 had values higher than 5, indicating that geomagnetic storms had occurred. 
Therefore, the fluctuations on these two days were not identified as earthquake precursor. A 
geomagnetic storm also occurred on 11 September 2019, after the earthquake occurred. 

 
The daily solar flux is shown in Figure 10, with higher values found on 24 August and 11 September 
2018. This indicates that solar storms occurred, releasing particles and molecules to the ionosphere 
around these days, which could have increased the TEC values. 
 
 
 
 
 

Table 9: Geomagnetic field for two weeks before and one week after the earthquake. 

Date  Hours 

0-3 3-6 6-9 9-12 12-15 15-18 18-21 21-24 

Geomagnetic field, Kp 

8/22/2018 1 3 2 0 1 1 0 2 

8/23/2018 1 1 1 0 1 1 1 1 

8/24/2018 0 1 2 2 2 1 0 1 

8/25/2018 1 1 1 1 2 2 3 3 

8/26/2018 6 7 8 6 6 5 3 3 

8/27/2018 1 3 5 5 4 4 4 2 

8/28/2018 2 3 3 4 3 1 1 0 

8/29/2018 1 2 2 1 1 2 2 1 

8/30/2018 1 1 1 0 0 1 0 1 

8/31/2018 1 0 0 0 1 2 2 1 

9/1/2018 1 0 0 0 1 1 1 1 

9/2/2018 1 2 2 0 1 1 1 1 

9/3/2018 2 2 0 0 1 1 0 0 

9/4/2018 1 3 4 1 1 2 1 2 

9/5/2018 3 2 1 3 2 1 1 1 

9/6/2018 2 1 2 0 1 1 1 1 

9/7/2018 2 1 0 1 1 1 0 1 

9/8/2018 0 0 2 0 1 1 1 2 

9/9/2018 0 0 1 0 1 1 1 2 

9/10/2018 0 0 2 1 3 3 3 4 

9/11/2018 3 5 7 7 5 2 2 2 

9/12/2018 2 1 0 1 2 1 2 2 
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Figure 10: Daily solar flux for two weeks before and one week after the earthquake. 
 

 
The daily TEC values along with the upper and lower boundaries were plotted as shown in Figures 11 
and 12. The Figure 11 shows the daily TEC values for two weeks before the earthquake while Figure 
12 shows daily TEC values one week after the earthquake. After excluding all of the events possibly 
triggered by geomagnetic and solar activities, the TEC anomalies identified as earthquake precursor 
were found to have occurred on 22, 23 and 28 August, and 4 and 5 September 2018 (Figure 11). From 
the Figure 12, ionospheric TEC anomalies still occurred after the earthquake indicating the recovery 
phase of earthquake ionosphere. 
 
 

 
 

Figure 11: Daily TEC values two weeks before the earthquake for second GNSS receiver, where the blue 
plot is the TEC data; red plot is the upper boundary; green plot is the lower boundary; purple circles are 

event possibly triggered by geomagnetic and solar activities; and black circles are TEC identified as 
earthquake precursor. 
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Figure 12: Daily TEC values one week after the earthquake for first GNSS receiver, where the blue plot is 
the TEC data; red plot is the upper boundary; green plot is the lower boundary; purple circles are event 
possibly triggered by geomagnetic and solar activities; and black circles are TEC anomalies during the 

earthquake recovery phase. 
 

The summary of ionospheric TEC anomaly analysis is shown in Table 10. The anomalies on 26 
August and 10-11 September 2018 are excluded as earthquake precursor due to active geomagnetic 
field and solar events. 
 
 

Table 10: The relationship between geomagnetic field and solar flux on the anomaly days. 

Anomaly date Solar flux Geomagnetic field TEC 
22/8/2018 67 Quiet Lower than lower boundary 
23/8/2018 70 Quiet Lower than lower boundary 
26/8/2018 70 Active Higher than upper boundary 
28/8/2018 70 Quiet Higher than upper boundary 
4/9/2018 68 Quiet Lower than lower boundary 
5/9/2018 67 Quiet Higher than upper boundary 
9/9/2018 69 Quiet Higher than upper boundary 
10/9/2018 69 Active Higher than upper boundary 
11/9/2018 70 Active Higher than upper boundary 
12/9/2018 69 Quiet Higher than upper boundary 

 
 
4. CONCLUSION 
 
By using ionospheric TEC modelling, it was validated that ionospheric anomalies that occur prior to 
earthquake activities can be used as a precursor indicator. In this study, three earthquake events with 
Mw more than 6.0 in Japan was investigated, with the ionospheric TEC anomalies related to the 
earthquake precursor being successfully identified. It is suggested that continuous observation of TEC 
variations and peculiar anomalies using GPS receivers can be considered as one of the important 
parameters for earthquake precursor detection. 
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ABSTRACT 
 
In this study, Global Positioning System (GPS) simulation is used to evaluate the effectiveness of 
receiver autonomous integrity monitoring (RAIM) in GPS receivers. The study is conducted on two 
GPS receivers: 1) A receiver that supports RAIM - a GM1-86UB receiver that uses a u-blox 6 GPS 
chipset; 2) A receiver that does not support RAIM - a Garmin GPSmap 60CSx receiver. For the GPS 
receiver that does not support RAIM, it is unable to detect the pseudorange error in the GPS signal, 
resulting in increasing positional error due to increasing error in the coordinates computed by the 
GPS receiver. For the GPS receiver that supports RAIM, it is able to detect the pseudorange error in 
the GPS signal and exclude the corresponding satellite from the position solution, resulting in low 
positional error values. It is able to maintain this performance for number of visible satellites of five 
and above. However, when only five satellites are visible, after exclusion of the faulty satellite, the 
position integrity is not assured as the receiver does not have the required redundancy to compute the 
solution with different measurements and confirm that the solution is indeed correct. When only four 
satellites are visible, the receiver no longer supports RAIM, and thus the faulty satellite causes 
increasing positional error. 
 
Keywords:  Global Positioning System (GPS) simulation; receiver autonomous integrity monitoring 

(RAIM); pseudorange error; positional error; redundancy measurement. 
 
 
1.  INTRODUCTION 
 
Global Navigation Satellite System (GNSS) position solutions are dependent on the integrity of the 
signals transmitted from GNSS satellites. This integrity is of particular importance for safety-critical 
GNSS applications, such as in aviation or marine navigation. However, GNSS does not include any 
internal information about the integrity of its signals. A GNSS satellite could broadcast incorrect 
information, such as due to critical satellite clock error, that will cause navigation information to be 
incorrect, but the GNSS receiver would be unable to determine this using the standard techniques 
(Ober, 2003; Kaplan & Hegarty, 2006; Yang & Xu, 2016). For example, on 1 January 2004, the clock 
on GPS satellite SV-23 drifted for approximately 3 h by a pseudorange error rate of 70.6 m/s before 
the command centre marked it as unhealthy, by which time the pseudorange error had grown from 0 
to 285 km (Eastlack, 2004). A similar clock failure occurred for GPS satellite SV-22 on 28 July 2001, 
where its clock drifted for 90 min, leading to pseudorange error of up to 200 km (Lavraks, 2005). 
Using Global Positioning System (GPS) simulation, Dinesh et al. (2015a) demonstrated that 
standalone GPS receivers without any form of integrity monitoring are unable to detect such errors. 
 
Receiver autonomous integrity monitoring (RAIM) is a GNSS receiver algorithm that determines the 
integrity of the position solution. RAIM detects faults in a GNSS signal by comparing redundant 
GNSS pseudorange measurements of combinations of subsets of four satellites that are visible. A 
pseudorange that differs significantly from the expected value may indicate a fault of the associated 
GNSS signal. In order for a GNSS receiver to perform RAIM, a minimum of five GNSS satellites 
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with satisfactory geometry should be visible. Traditional RAIM uses fault detection (FD) only, while 
newer GPS receivers incorporate fault detection and exclusion (FDE). FDE requires a minimum of six 
visible satellites to detect a fault and exclude it from the position solution. Detection and exclusion of 
position faults allows the GNSS navigation to continue without interruption. RAIM availability is an 
important issue as due to GNSS satellite geometry. The more satellites in view, the more 
combinations of subsets of four satellites are available to detect potentially faulty satellites and the 
better the geometric observability. However, RAIM is not always available, as that the GNSS receiver 
could sometimes have fewer than five satellites in view (Ober, 2003; Kaplan & Hegarty, 2006; Yang 
& Xu, 2016). 
 
This study is aimed at evaluating the effect of effectiveness of RAIM in GPS receivers. The study is 
conducted on two GPS receivers: 1) A receiver that supports RAIM - a GM1-86UB receiver that uses 
a u-blox 6 GPS chipset (u-blox, 2011); 2) A receiver that does not support RAIM - a Garmin GPSmap 
60CSx receiver (Garmin, 2007). Both GPS receivers employ the GPS L1 coarse acquisition (C/A) 
signal, which is an unencrypted civilian GPS signal widely used by various GPS receivers. The signal 
has a fundamental frequency of 1,575.42 MHz and a code structure which modulates the signal over a 
2 MHz bandwidth (DOD, 2001; Kaplan & Hegarty, 2006; USACE, 2011). 
 
This study is conducted using GPS simulation, which allows for the tests to be held with various 
repeatable conditions, as defined by the authors. As the tests are conducted in controlled laboratory 
environments, they are not be inhibited by unintended signal interferences and obstructions (Aloi et 
al., 2007; Kou & Zhang, 2011; Pozzobon et al., 2013). In our previous studies, in addition to GPS 
satellite clock error, GPS simulation was used to evaluate the vulnerabilities of GPS to radio 
frequency interference (RFI) (Dinesh et al., 2012, 2017a), multipath (Dinesh et al., 2013, 2014), 
varying speeds (Dinesh et al., 2015b), power consumption (Dinesh et al., 2016) and GPS antenna 
orientation (Dinesh et al., 2017b). 
 
 
2. METHODOLOGY 
 
The apparatus used in the study are an Aeroflex GPSG-1000 GPS simulator (Aeroflex, 2010) and a 
notebook running GPS Diagnostics v1.05 (CNET, 2004) The study is conducted in STRIDE’s mini-
anechoic chamber (Kamarulzaman, 2010) to avoid external interference signals and unintended 
multipath errors. The test setup employed is as shown in Figure 1. Simulated GPS signals are 
generated using the GPS simulator and transmitted via the coupler. The following assumptions are 
made for the tests conducted: 

i) No ionospheric or troposheric delays 
ii) Zero unintended GPS satellite clock or ephemeris error 
iii) No obstructions or multipath 
iv) No interference signals. 

 
 
 

 

Figure 1: The test setup employed. 
 

Notebook running 
GPS Diagnostics v1.05 

GPS simulator 

Coupler 

 

GPS receiver 
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The tests are conducted for coordinated universal time (UTC) times of 0000, 0300, 0600 and 0900, 
with the location set at Kajang, Selangor (N 2° 58’, E 101° 48’,  0 m). The almanac data for the 
periods is downloaded from the US Coast Guard's web site (USCG, 2018) and imported into the GPS 
simulator. The GPS signal power level is set at -130 dBm.  
 
For each UTC time, the GPS satellite with the highest elevation is used to simulate critical failure that 
causes pseudorange error in the transmitted signal. The pseudorange error is increased incrementally 
by 100 m from 0 to 1,000 m. In addition, the number of satellites is reduced one by one until only four 
satellites are visible. For each reading, the coordinates computed by the GPS receiver are recorded for 
a period of 15 min and the average positional error is computed. 
 
 
3. RESULTS & DISCUSSION 
 
For the tests conducted, the computed positional errors are shown in Figures 2-3. For the GPS 
receiver that does not support RAIM (Garmin GPSmap 60CSx, Figure 2), it is unable to detect the 
pseudorange error in the GPS signal, resulting in increasing positional error due to increasing error in 
the coordinates computed by the GPS receiver. The readout from GPS Diagnostics does not indicate 
any error. For example, the dilution of precision (DP) values remain constant with increasing 
pseudorange error, as this is a function of GPS satellite geometry rather than signal quality. It is 
observed that the maximum positional error caused by the pseudorange error is in the range of 934.61 
to 1212.96 m. The positional errors caused are constrained by the limitation of the pseudorange error 
function (1 km) provided by the GPS simulator. In comparison, the critical failures suffered by GPS 
satellites SV-22 in 2001 and SV-23 in 2004 caused pseudorange errors of up to 200 and 285 km 
respectively (Eastlack, 2004; Lavraks, 2005). 
 
 

         
(a)                                                                  (b) 

 

      
(c)                                                                  (d) 

 

Figure 2: Recorded average positional error values for the GPS receiver that does not support RAIM 
(Garmin GPSmap 60CSx) for UTC times of:  (a) 0000  (b) 0300  (c) 0600  (d) 0900. 
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(a)                                                                  (b) 

 

      
(c)                                                                  (d) 

 

Figure 3: Recorded average positional error values for the GPS receiver that supports RAIM (GM1-
86UB) for UTC times of:  (a) 0000  (b) 0300  (c) 0600  (d) 0900. 

 
 
For the GPS receiver that supports RAIM (GM1-86UB, Figure 3), it is able to detect the pseudorange 
error in the GPS signal and exclude the corresponding satellite from the position solution, resulting in 
low positional error values (in the range of 3-4 m). It is able to maintain this performance for number 
of visible satellites of five and above. However, when only five satellites are visible, after exclusion of 
the faulty satellite, the position integrity is not assured as the receiver does not have the required 
redundancy to compute the solution with different measurements and confirm that the solution is 
indeed correct. When only four satellites are visible, the receiver no longer supports RAIM, and thus 
the faulty satellite causes increasing positional error. 
 
Varying average positional error patterns are observed for the each of the readings. This is due to the 
GPS satellite constellation being dynamic, causing varying GPS satellite geometry over location and 
time, resulting in GPS accuracy being location / time dependent (DOD, 2001; Kaplan & Hegarty, 
2006; Dinesh et al., 2010). 
 
The tests conducted in this study employed GPS signal power level of-130 dBm. Usage of lower GPS 
signal power levels would result in reduced carrier-to-noise density (C/N0) levels, which is the ratio of 
received GPS signal power level to noise density. Lower C/N0 levels would result in increased data bit 
error rate when extracting navigation data from GPS signals, and hence, increased carrier and code 
tracking loop jitter. This, in turn, results in more noisy range measurements and thus, higher rates of 
increase of positional error values (DOD, 2001; Kaplan & Hegarty, 2006; Petovello, 2009; USACE, 
2011). 
 
It should be noted that the tests conducted in this study were for only two GPS receivers. Additional 
tests using a wider range of GPS receivers are needed to further validate the findings of this study. 
Furthermore, a limitation faced in this study was that the GPS simulator used only allows the 
transmission of the GPS L1 C/A signal. The proposed future work is for the procurement of a GNSS 
simulator that will allow transmission of other GPS signals, in particular L2C and L5, along with 
signals of other GNSS systems (GLONASS, BeiDou and Galileo). 
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4. CONCLUSION 
 
In this study, GPS simulation was used to evaluate the effectiveness of RAIM in GPS receivers. For 
the GPS receiver that does not support RAIM, it was unable to detect the pseudorange error in the 
GPS signal, resulting in increasing positional error due to increasing error in the coordinates 
computed by the GPS receiver. For the GPS receiver that supports RAIM, it was able to detect the 
pseudorange error in the GPS signal and exclude the corresponding satellite from the position 
solution, resulting in low positional error values. It was able to maintain this performance for number 
of visible satellites of five and above. However, when only five satellites were visible, after exclusion 
of the faulty satellite, the position integrity was not assured as the receiver did not have the required 
redundancy to compute the solution with different measurements and confirm that the solution is 
indeed correct. When only four satellites were visible, the receiver no longer supported RAIM, and 
thus the faulty satellite caused increasing positional error. Further studies are required using a wider 
range of GPS signals, in particular L2C and L5, as well as other GNSS systems, in order to evaluate 
the effectiveness of RAIM in detecting and mitigating critical signal failures. 
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ABSTRACT 
 
The ability of engineers to design any structural system is dependent on the prediction of the loading the 
structure. When designing structures to withstand a high explosive blast, the engineer needs to predict the 
blast peak overpressure resulting from the detonation of the explosive. This data is required for the 
preparation of the design of blast resistant structures. The objective of this research is to predict the air 
blast pressure resulting from military and commercial explosives using simulation. Two types of military 
explosives, which are Trinitrotoluene (TNT) and Composition 4 (C-4), as well as one type of commercial 
explosive, which is ammonium nitrate / fuel oil (ANFO), have been used in this research. These explosives 
were modelled using the ANSYS AUTODYN simulation program and detonated at 1m from the centre of 
the explosive. The simulation result shows that the detonation of military explosive, namely C-4, produced 
the highest peak over pressure as compared to TNT and ANFO.  
 
Keywords:  Trinitrotoluene (TNT); Composition 4 (C-4); Ammonium nitrate / fuel oil (ANFO); ANSYS 

AUTODYN; peak overpressure. 
 
 
1. INTRODUCTION 
 
The prediction of air blast pressure due to detonation of either military or commercial explosives has 
become an important consideration for structural designers in the design of protective structures. 
Normally the conventional structures are not designed to resist blast loads and as the magnitudes of 
design loads are significantly lower than those produced by most explosions, conventional structures are 
susceptible to damage from explosions. There are several methods of prediction of blast peak over 
pressure, such as empirical methods, semi-empirical methods and also simulation methods. Empirical 
methods are essentially correlations with experimental data. Semi-empirical methods are based on 
simplified models of physical phenomena. These methods are dependent on extensive data and case 
study. Another approach to predict blast loading on structures is using simulation software, such as such 
as AUTODYN, DYNA3D and LS DYNA (Ngo et al., 2007). 
 
Explosives is defined as solid, gases, or liquid substances mixed with one another that are capable of 
undergoing a rapid chemical reaction that will release a large amount of energy. Explosives are 
substances containing fuel and oxidiser that when react will release of a large amount of potential energy. 
The energy from the explosion dissipates as blast wave, gas and heat. The gases produced by the 
detonation of an explosive consist of carbon dioxide, nitrogen, carbon monoxide and oxides of nitrogen 
(Meyer et al., 2016).  Generally, an explosive is used for breaking rocks into smaller size for the 
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application as gravel that will be used in concrete or asphalt roads. In wars, explosives can also be used 
for the military operations to defend the country from foreign intrusions by destroying tanks, shells and 
bombs. 
 
The objective of this research is to predict the air blast pressure resulting from military and commercial 
explosives using the ANSYS AUTODYN simulation program. This information shall be able to assist 
engineers in the designing blast resistant structures. 
 
 
2. LITERATURE REVIEW 
 
2.1  Classification of Explosives  
 
Explosives can be classified into high and low explosives (Davis, 1997). The explosives classification is 
shown in Figure 1. High explosives have the velocity of detonation ranging from 1,000 – 9,000 m/s. 
These explosives are normally reliable, easy to manufacture, and have high velocity of detonation, 
shuttering effects and long shelf life. Normally these materials are widely used in mines, quarrying, shells 
and bombs. The common types of high explosives are Trinitrotoluene (TNT), Pentaerythritol Tetranitrate 
(PETN), RDX and HMX. Meanwhile, low explosives have velocity of detonation between 600 – 1,000 
m/s. These explosives only deflagrate and burn. Example of low explosives are black powder, propellants 
and smokeless powder (Mahadevan, 2013). 
 
 
 
 
                                               

 

 

 

 

 

 

 

 

Figure 1: Explosives classification (Akhavan, 2011). 

 
 
 
 
 

Low explosives High explosives 

Primary high explosives  Secondary high explosives  

 Military explosives  Commercial explosives  

Explosives 
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2.2  Military Explosives 
 
Military explosives are commonly used in demolitions, bombs and war heads. These explosives are very 
stable, insensitive to shock, heat and friction. They have long shelf-life, high density, high detonation 
velocity and good storage capability, as well as adopt under a wide range of temperature and 
environment. The most common military explosives are TNT, Composition 4 (C-4), RDX and PETN 
(Akhavan, 2011).  
 

a) TNT was invented by German chemist Julius Wilbrand in 1863. TNT has a velocity of detonation 
up to 7,000 m/s. It is widely used in cutting and breaching of structures, as a booster charge, 
grenades, as filling material for artillery shells and bombs. 

b) Composition C-4 is known as plastic explosive (PE-4) by the British Army and C-4 by the US 
Armed Forces. It has a detonation velocity of 8,092 m/s and it is widely used for cutting steel, 
timber, breaking concrete structures and also for demolition works.  

c) RDX is a crystalline solid white explosive with high chemical stability and velocity of detonation 
of up to 8,639 m/s. It is widely used in shape charges and for demolition works.  

d) PETN is widely used as a base charge in electric detonators and detonation cords. PETN is very 
sensitive to friction and impact. The velocity of detonation for PETN is 7,975 m/s (Davis, 1997). 

 
 
2.3 Commercial Explosives 
 
Commercial explosives are made from a mixed composition of ammonium nitrate and fuel. They have 
lower velocity of detonation than military explosives. Commercial explosives are commonly used in 
mining, quarrying, civil engineering works and tunnelling works. Examples of commercial explosives are, 
ammonium nitrate / fuel oil (ANFO) and emulsion explosives (Mahadevan, 2013):  
 

a) Ammonium nitrate is a blasting agent that is very insensitive. It is commonly used as a fertiliser. 
ANFO is produced as a result of ammonium nitrate – fuel mixture with a ratio of 96% ammonium 
nitrate and 4 % of fuel oil. It is widely use in boreholes to break rock in quarries or other civil 
engineering works such as road constructions and tunnelling works.  

b) An emulsion explosive consists of ammonium nitrate, water, fuel, waxes, emulsifier and hollow 
particles, such as glass micro balloons, resin-based product or perlite, as sensitiser. Most of these 
explosives are used in blasting of rocks, mining and tunnelling works. 

 
 
2.4  Blast Phenomena  
 
An explosion from the detonation of explosives produces a very high temperature, which is about 3,000 – 
4,000 °C, releasing gases such as carbon monoxide and nitrogen oxide, as well as high pressure waves up 
to 30 GPa (Ngo et al., 2007). This pressure wave is also known as a blast wave, which travels at speed of 
sound, and is  illustrated in Figure 2. 
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Figure 2:  Illustration of blast wave from an explosion (Mohammed Alias et al., 2018). 

 
 
The blast wave that is produced from the detonation of an explosive can be presented in an idealised 
profile of the pressure-time history, which is shown in Figure 3. 
 

 
Figure 3: Typical blast wave profile (Ngo et al., 2007). 

 
 
The explosive detonation in the air will create a blast wave that eventually pushes the surrounding 
atmosphere. The blast wave or pressure will reach a peak level within a very short duration, which is 
known as peak overpressure or also sometimes as incident pressure. This phenomenon is also known as 
the positive phase of the explosion.  During this phase, the explosion produces strong heat and fireballs. 
Due to the impact of high peak pressure, most of the structures or surroundings will be badly damaged. 
The blast pressure will then decrease rapidly beyond the ambient pressure with a longer duration until it 
reaches the ambient pressure. This phase is known as the negative phase of the explosion.  At this point, 
suction forces and strong wind will occur and then creates vacuum that sucks fragments and debris 
surrounding the blast source and eventually pushing it far from the blast source. This explosion then 
produces flames and gases until it is stable. This blast phenomena event normally happens in a very short 
duration and sometimes in few milliseconds only (Ngo et al., 2007). 
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3. METHODOLOGY 
 
The simulations of explosion were carried out using a blast effect computational program, ANSYS 
AUTODYN (AUTODYN, 2007), to simulate the peak over pressure resulting from detonation of 1 kg of 
TNT, C-4 and ANFO at a standoff distance of 1 m from the centre of the explosition. The initial set up 
was done using 2D symmetrical. The air and explosive were modelled using Euler 2D. Air was modelled 
using the Equation of State (EOS) model, which is as follows: 
  
    ܲ ൌ ሺݕ െ 1ሻ(1)                                                             ݁ߩ    
where; 
 

 Constant value =  ݕ
 Air Density = ߩ
݁ = Specific internal energy 
 

The air density used is 1.225 = ߩ kg/m3 and air initial internal energy used is 2.068 x 105 kJ/kg, which is 
obtained from the AUTODYN material library. The Jones–Wilkens–Lee (JWL) equation of state was 
used to model the rapid expansion of explosives, which is also obtained from the AUTODYN material 
library. The JWL equation is shown in the following equation: 
 

             ܲ ൌ ܣ ቀ1 െ
ఠ

ோభ௩
ቁ ݁ିோభ௩ ൅ ܤ ቀ1 െ

ఠ

ோమ௩
ቁ ݁ିோమ௩ ൅

ఠா

௏
                            (2)    

                       
where; 
 

 E = Internal specific energy 
 V = Volume of the material at pressure divided by the initial volume of unreacted explosive 

           A, B,	߱, R1 and R2  =  Empirically derived constants.\ 
 
A mesh size of 0.1 mm was selected for the modelling. The boundary condition of the Euler sub-grid was 
set as outflow boundary. The flow chart of the simulation process is shown in Figure 4. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4: Flow chart of the simulation process. 

 

Set up 2D simulation using ANSYS AUTODYN software 

Model air and explosive in Euler 

Apply boundary condition 

Set solution and run simulation 

Analyse results 
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The air blast pressure from the explosion is recorded using a gauge that is placed at a distance of 1 m 
from the centre of the explosition to measure the pressure at this location. The location of the gauge as 
well as the models for TNT, C-4 and ANFO are shown in Figure 5.  
 
 

 
(a) TNT Model  

(b) C-4 Model 
 

 
(c) ANFO Model 

 
Figure 5:  Models of explosives and the gauge location. 

 
 
4. RESULTS &  D I S C U S S I O N S  
 
4.1  Peak Over Pressure for TNT Explosion 
 
Figure 6 shows the pressure-time history graph for the explosion of 1 kg  of TNT, which was recorded 
until 1.5 ms of blast detonation. From the graph, it shows that the pressure resulting from the detonation 
increased rapidly at  0.4 ms until  its reached maximum peak overpressure of up to  3,000 kPa  at  0.5 ms, 
which is the positive phase of the explosion. Then, the blast pressure decreased rapidly until 1.5 ms and 
reached ambient pressure. The simulation model for the detonation of TNT is shown in Figure 7. 
  
 

 
Figure 6: Pressure versus time history for TNT. 
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Figure 7: Simulation model for TNT explosive.  

 
 
4.2  Peak Overpressure for C-4 Explosition 
 
Figure 8 shows the pressure-time history graph for the explosion of 1 kg of C-4, which was recorded until 
1.5 ms of blast detonation. The results show that the peak overpressure resulting from the detonation is 
3,900 kPa at 0.3 ms. Then, the blast pressure  decreased rapidly until 1.5 ms and reached ambient 
pressure. The simulation model for the detonation of C-4 is shown in Figure 9. 
 
 

 
Figure 8:  Pressure versus time history for C- 4. 

 
 
 
 
 

TNT Explosive  

Gauge  
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Figure 9: Simulation model for C- 4 explosive. 

 
 
4.3  Peak Over Pressure for ANFO Explosition 
 
Figure 10 shows the pressure time history graph for the explosion of 1 kg of ANFO, which was recorded 
until 1.5 ms of blast detonation.  From the graph, it was found that the peak overpressure resulting from 
the detonation is 2,200 kPa at 0.7 ms. After the positive phase of the explosion, then the blast pressure 
decreased rapidly until 1.5 ms and reached ambient pressure. The simulation model for the detonation of 
1 kg  of ANFO is shown in Figure 11. 
 
 

 
Figure 10:  Pressure versus time  history for ANFO.  

C -4 Explosive 

Gauge  
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Figure 11:  Simulation model for ANFO explosive. 

4.4  Summary 
 
The summary of the peak over pressure results obtained from the simulation for TNT, C-4 and ANFO are 
shown in Table 1. The results show that C-4 produced the highest peak over pressure, followed by TNT 
and ANFO. Both military explosives, C-4 and TNT, had higher detonation velocities and thus, produced 
higher peak overpressures than the commercial explosive, ANFO.  
 

Table 1 : Results of peak overpressure for TNT, C-4 and ANFO  
 

No. Types of explosive  Peak overpressure (kPa) 
 

1 Military explosive (TNT) 
 

3,000 

2 Military explosive (C-4) 
 

3,900 

3 Commercial explosive (ANFO) 
 

2,200 

 
 
5. CONCLUSION 
 
From the results obtained, it shows that both military explosives, C-4 and TNT, produced higher peak 
overpressures than the commercial explosive, ANFO. The C-4 explosive produced the highest blast peak 
over pressure as compared to the other explosives, thus indicating that this type of explosive is more 
powerful and has more ability to be used in demolition works. The blast peak overpressure data from this 
stidy is essential for structural engineers in designing blast resistant structures.  

 
 

ANFO Explosive 

Gauge   
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ABSTRACT 
 

This paper presents the improvement of ballistic resistance of magnesium alloy, AZ31B with 
reinforcement of carbon nanotubes (CNT) and leads (Pb). Magnesium alloy can support high shock 
absorbency for 100 times greater than aluminium alloys. However, it is necessary to increase the impact 
energy absorption properties better. Thus, the nanomaterials can merge together with the structure of 
magnesium alloy to increase ballistic resistance. Ballistic resistance was determined using simulation of 
magnesium alloy under gas gun impact. The Cowper-Symonds model was used to improve the simulation 
impact. From the simulation, the ballistic limit was determined using the Retch-Ipson model. The results 
of the simulation showed that the ballistic resistance of magnesium alloy increased as much as 40%. In 
addition, the ballistic limit also increased from 600 to 680 m/s. It shows that a mixture of magnesium 
alloy and nanomaterial can enhance the ballistic resistance and ballistic limit. 
 
Keywords:  Ballistic limit; magnesium alloy; carbon-nanotube (CNT); lead (Pb); gas gun simulation. 
 
 
1. INTRODUCTION 
 
Armoured vehicle technology has been growing along with material technology. Currently, armoured 
vehicle bodies do not fully use steel for ballistic penetration resistance. Instead, lightweight materials, 
such as magnesium alloy, have been utilised with steel for armoured vehicle bodies (Mertz  et al., 2000). 
The lightweight materials increase the strength-to-weight ratio of the armoured vehicle, hence improving 
the vehicle manoeuvrability (Rahman et al., 2018).  
 
The AZ31B magnesium alloy can generally withstand the effects of an impact because the unique 
combination of the alloy that provides it with high shear strength of up to 410 MPa, low density of 1.8 
g/cm3, and superior shock absorption that is 100 times greater than that of normal aluminium (Jones  et 
al., 2007). Magnesium also has the highest energy absorption capacity among those metals that are used 
in shielding applications. Therefore, this alloy is an ideal choice for automotive applications and for the 
sections that are exposed to impacts because of its energy absorption properties and its lightweight. The 
“AZ” element in AZ31B stands for aluminium and zinc, which are the two main elements of alloy 
materials. The values of "3" and "1" denote the proportion of aluminium and zinc, and lastly, the “B” in 
AZ31B shows that the third component is one that is registered with the American Society for Testing 
and Materials (ASTM) (Feng et al., 2014). 
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However, magnesium alloy has some issues on ductility due to its weaknesses in the hexagonal close-
packed cell (HCP) structure that have weakened the bonds between molecule structures. Therefore, an 
addition of carbon nanotubes (CNT) into the material structure can lock the HCP structure on dislocation 
between the structure of the materials (Eslam et al., 2012). Besides, lead (Pb) material has been used to 
enhance the ductility of magnesium alloy (Abdullah et al., 2016).  
 
While AZ31B has high energy absorption capability, the addition of nano reinforcement material can 
improve impact properties. This study aims to investigate the improvement of the ballistic limit for 
AZ31B reinforced with CNT and Pb through gas gun simulation.  
 
 
2. BALLISTIC LIMIT THEORY 
 
Ballistic applications have guidelines in determining which materials could withstand ballistics resistance. 
This model of ballistic limit is always used in determining residual velocities when the bullet either 
penetrates the material or not. The ballistic limit model is the Retch-Ipson model, which is to predict 
residual velocities. This model was developed by Recht and Ipson in 1963. The equation of the model is 
as follows (Múgica et al., 2014): 
 

         (1) 
 
where a and P are empirical constants using experimental data. The original Retch-Ipson model shows a 
= mp/(mp - mpl) and P is 2, where mp and mpl indicate the masses of the bullet and plate. It can only be used 
if the plastic deformation of bullets is ignored. If there are no significant changes of plate deformation, the 
equation can be estimated by a as 1 and P will be matched with the data trends. The method of smallest 
square root is used to obtain equivalent of P and vbl (Zhikharev et al., 2014).  

 
 

3. METHODOLOGY 
 
A specific simulation software package was used to develop a 3D model for the ballistic tests. The 3D 
model shows the effect of ballistic impact on the AZ31B plate. Finite element analysis (FEA) was used 
to accommodate the Cowper-Symonds (CS) material model. The CS material model was used because it 
considers the damage evolution in the fracture and the thermal sorting effect in the material behaviour. 
This model is commonly used for impact simulation (Hernandez et al., 2017). The CS model is 
represented by the following equation: 
 

1

0 1
p

y C

 
 

       
 



         (2) 
 
where C and p are the Cowper-Symonds coefficients, έ is the strain-rate, σy is the dynamic stress or 
strength and σ0 is the quasi-static stress or strength. The coefficients obtained for Equation 2 are 
presented in Table 1, along with the strain rate range of applicability and the mean squared value, R2 for 
the tested materials. CS parameters for steel 1006 was obtained from a previous study (Hernandez  et al., 
2017), while the CS parameters for the magnesium alloys AZ31B and AZ31B+Pb+CNT were obtained 
from experimental work that involved tensile test and split-Hopkinson pressure bar test. 
 

 

 1/ PP P
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Table 1: Material properties and Cowper-Symonds (CS) model parameters. 
 

Material Properties Steel 1006 AZ31B AZ31B +Pb +CNT 
Density, ρ (kg/m3) 7872 1770 1770 
Young's Modulus, E (GPa) 206 45 45 
Yield strength, σ (MPa) 165 220 220 
Strain rate constant, C 80 7124.56 3574.73 
Strain rate exponent, q 4 1.56 3.47 
Mean squared value, R2 0.87 0.91 0.89 

 
Figure 1 shows the simulation model set up for gas gun, with the projectile used being a conic nose steel 
1006 projectile with diameter of 11 mm. The energy equivalent method was used based on a previous 
study (Avila et al., 2007) to determine the initial velocity required for this projectile, which was was 600 
m/s. 
 
 

 
 

Figure 1: Geometric model and boundary condition used for the gas gun simulation. 
 
 
 
4. RESULTS AND DISCUSSION 
 
Figure 2 shows the material deformation patterns of each plate at times between 6 to 115 μs at initial 
projectile velocity of 600 m/s. Figure 3 shows stress distribution patterns of each plate at times between 
6 to 115 μs at initial projectile velocity of 600 m/s. Based on the simulation observation, the 
concentration of stress for each time was around the tip of the projectile. The projectile retained its shape 
when penetrating the plate, with its tip being progressively deformed at the same time as the material in 
the panel was displaced and a hole was formed. The deformation that occurred on the projectile nose 
during penetration had led to an immense heat generation and the material of the panel was locally 
melted and lost all mechanical strength, it was similar effect that Lesuer et al. (1998) was found.  
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Figure 2: Materials deformation patterns of each plate at times between 6 to 115 μs at initial projectile 

velocity of 600 m/s 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 3: Stress distribution patterns of each plate at times between 6 to 115 μs at initial projectile velocity 

of 600 m/s. 
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Figure 4 (a) shows the energy (J) absorbed through magnesium alloys AZ31B and AZ31B+Pb+CNT. It 
can be seen that the resulting graph of response shows that the energy absorption of the magnesium 
alloys is uniform at 50 µs for AZ31B+Pb+CNT and at 80 µs for AZ31B. Figure 4 (b) shows that the 
velocity (m/s) decreased through the plates. From the analysis, the AZ31B plate was totally penetrated 
but the behaviour of material itself can still support the energy from the projectile to stop it. The 
AZ31B+Pb+CNT can support the projectile with 15.06 mm penetration. It seems that the reinforcement 
of CNT and Pb onto AZ31B decreased by about 40 % of the depth penetration as compared to the 
original material. 
 

 

 
 
 
 
 
(a) 

 

 
 
 
 
 
 
 
 
 
(b) 

 
Figure 4: Trends of (a) energy absorption increase and (b) velocity decrease through the plates. 

 
After the stress and energy absorption analysis, the ballistic limit for each material was determined using 
the Retch-Ipson model. Table 2 shows the parameters of the Retch-Ipson model for AZ31B and 
AZ31B+Pb+CNT, where a and P are empirical constants from simulation and vbl is the ballistic limit. It 
was found that the ballistic limit for hybrid magnesium alloy was higher (680 m/s) as compared to the 
original magnesium alloy. Figure 5 shows the graph of ballistic limit on magnesium alloy using the 
Retch-Ipson model. The R2 correlation was shown between 0.9736 to 0.9791, which was close to perfect 
condition of 1.000. The addition of nanomaterials gave an increase of ballistic limit by much as 13% in 
relation to the original AZ31B. 
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Table 2: Parameters of the Retch-Ipson model for the magnesium alloys. 

 AZ31B AZ31B+Pb+CNT
a 1 1 
Vbl 
(m/s) 

600 680 

P 1.6 1.6 
 
 

 
Figure 5: Ballistic limits of the magnesium alloys. 

 
 
5. CONCLUSION 
 
The fracture behaviour of magnesium alloy with Pb and CNT reinforcement has reduced the depth of 
penetration up to 40% compared to the original material. The ballistic limit has also increased 13% of 
the initial velocity. The reinforcement materials such as Pb and CNT have been able to increase the 
capability of energy absorption of the materials. Energy absorption is an important factor in controlling 
the depth of penetration as well as extending ballistic limit. Thus, the use of magnesium alloy in ballistic 
applications is feasible, but several of its properties need to be improved. Furthermore, the addition of an 
element in the original alloy composition has enhanced the durability characteristics and resulted in a 
difference in energy absorption. 
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ABSTRACT 
 
In some operations, military helicopters are required to hover or fly very low to ground to avoid or 
minimise radar detection. Hence, during pre-flight planning, helicopters pilots need to identify routes 
that offer the least exposure to radar detection. Raster cell visibility based on line-of-sight (LoS)  
provides an effective and efficient approach in determination of degree of terrain masking or radar 
exposure. In this paper, a software environment was created to establish Terrain Masking and Radar 
Exposure Index. The environment incorporated local terrain characteristics and generic radars used 
by ground based air defence (GBAD) units. The analysis and discussion were based on the visibilities 
of the surface terrain that was represented by the raster cells. This paper concludes that raster cell 
visibilities can be used pragmatically as a metric of quantifier in determining hovering points or 
routes for helicopters.    
 
Keywords: Helicopter; masking; radar; terrain; raster cell visibility. 
 

1. INTRODUCTION 
 
Previously, radars for most ground based air defence (GBAD) units operate with short integration 
times and low unambiguous velocity, which most likely will complicate the detection of low flying 
objects, such as helicopters. With the advent of technology, radars used by GBAD units nowadays are 
capable of detecting low flying helicopters efficiently and effectively (Davis, 2015). 
 
In some operations, military helicopters are required to fly tactically for critical missions where the 
main threats are from anti air-craft weapons and supporting sensors, in particular radars (Shenoy, 
2015). In order for helicopters to be detected by GBAD radars, a line-of-sight (LoS) must exist 
between them. If helicopters manage to avoid the LoS, then they are undetected. Hence, it is very 
important for helicopter pilots to come up with a legitimate flight plan in avoiding or minimising 
radar detection (Hutchings & Street, 2001).  
 
Presently, with the development of very reliable geographic information systems (GIS) and associated 
peripherals, spatial information can be utilised to optimise terrain masking techniques (Pelosi, 2012). 
In this paper, the authors propose a very pragmatic approach of utilising raster data in establishing the 
degree of terrain masking or radar exposure to form a metric for the purpose of quantifying. Through 
the use of this quantifier, the degree of terrain masking and radar exposure can  be gauged 
systematically at any particular hovering point or route. 
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2. THEORETICAL FRAMEWORK  
 
2.1 Conventional Surveillance Radars 
 
Conventional ground surveillance radars illuminate a large portion of space with electromagnetic 
wave with high average transmission power from kilowatts to megawatts of energy (Hall, 1991).  
Most of these radars are static and very bulky due to high input power requirement and large antenna 
(Shenoy, 2015). Atmospheric attenuation for long range surveillance poses a major challenge, 
whereby low transmission frequencies are generally used to mitigate the issue (Bryant et al., 2000). 
Nonetheless, these radars are capable of detecting targets hundreds of kilometres away, especially 
when the targets are flying at high altitude (Yongjie, 2011). 
 
2.2 GBAD Surveillance Radars 
 
Modern surveillance radars used by GBAD units are capable of detecting hovering or low flying     
helicopters. The signal processing of these radars is capable of abstracting the complex echoes of 
helicopters efficiently and effectively (Shenoy, 2015). Nonetheless, the antennas of these radars are 
smaller in size due to input power limitation and transportability requirement. Typically, they operate 
within the upper gigahertz (GHz) region and transmit low average transmission power (Skolnik, 
2001). When these parameters are used along with heavy ground clutter and low radar-cross-section 
of helicopters, the detection range is shortened. 
 
2.3 Refractive Effect 
 
For long range detection, the earth’s curvature plays an important role as it can mask radar detection 
similar to elevated terrain. On the other hand, due to refractive effects, the detection range can be 
slightly longer since the radar’s LoS is longer than the geometric LoS (Anderson & Krolik, 2002). 
Over-the-horizon (OTH) radars use the refractive nature of high frequency (HF) ionospheric 
propagation to perform wide-area surveillance of targets at long ranges beyond the horizon of 
conventional LoS radars. Typically, OTH surveillance radars work in the megahertz (MHz) region 
(Adrian, 2007).  
 
Most primary radars, especially radars used by GBAD units, operate at higher frequencies. Signals at 
these frequencies do not follow the curvature of the earth very well. They work best in LoS, where 
under standard atmospheric conditions, they undergo “standard refraction” or bending following the 
earth curvature (Doerry, 2013). Thus, in this paper, the “effective earth radius” is taken into 
consideration during terrain masking modelling. 
 
 
3. METHODOLOGY 
 
3.1 Digital Elevation Model (DEM) 
 
A digital elevation model (DEM) represents the elevations of the bare ground surface without any 
objects, such as plants and buildings. For this paper, the DEM was provided by the Department of 
Survey and Mapping of Malaysia (JUPEM), where the elevation resolution is 20 m.   The study was 
based on the operation area shown in Figure 1. It stretches from 4.1229080 to 4.4865670 °N of 
latitude and 101.0763480 to 101.3907140 °E of longitude , which covers an area of approximately 2.5 
mil. m2, with elevation ranging from about 0 to 2,000 m above sea level. The areas on the left of the 
operation area constitute low grounds, while most areas on the right are mountainous. 
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Figure 1: Image of the operation area. 
 
 
3.2 Terrain Masking 
 
In principle, terrain masking is achieved by hiding behind terrain features (Jiang et al., 2014). For a 
helicopter, it is achieved by hovering or flying through low elevations, keeping the higher elevations 
between the helicopter and LoS of a sensor as shown in Figure 2. Hence, terrain masking is an 
essential technique to be exploited by defence forces operating in countries that are mountainous in 
nature. 
 

 

Figure 2: A high elevation feature blocking the LoS. 
 
 
3.3 Degree of Masking of a Single Point 
 
Assuming that an observer is standing at a certain elevation above ground at point A, as shown in 
Figure 3, and looking at a certain angle from the ground plane, the LoS shows the visibilities of the 
surface terrain along the line from point A to D. The surface terrain from points A to B is visible to 
the observer since there is no obstruction to the LoS. However, the terrain from points B to C and D to 
E are concealed due to the high elevation features at points B and D. If the surface of the terrain is 
represented by raster cells, then the visibilities of the cells can be used as an indicator for the degree 
of masking. Thus, if the observer rotates his view by 3600 horizontally and -900 to +900 vertically, 
then the degree of masking of the observer at point A can be represented in 3D . 
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Figure 3: Visibilities of various points from Point A. 
 
3.4 Degree of Masking of a Path 
 
Figure 4 illustrates an observer at point O looking at a helicopter path flying from points A to F. W, X 
and Z represent high elevation features that are higher than point O, while Y represents a high 
elevation feature that is only slightly higher than point O. Generally, the helicopter is concealed from 
the observer from points A to B, C to D and E to F since points W, X and Z are blocking the LoS. The 
helicopter is visible from points B to C and still visible while flying from points D to E provided that 
the elevation of point Y is low enough not to block the LoS. Again, if the surface of the terrain along 
the path is represented by raster cells, then the visibilities of the cells can used as an indicator for the 
degree of masking for a particular path in 3D.  
 

 

Figure 4: Visibilities along a path. 
 

3.5 Radar Coverage 
 
In some countries, GBAD consists of several types of surveillance radars ranging from short range air 
defence radars to battle field surveillance radars. In order to achieve a high degree of situational 
awareness, the information from these radars are interfaced or integrated through systematic data 
fusion process (Shenoy, 2015). Modern short range surveillance radars are required to detect the 
presence of moving targets of up to 40 km with 80% probability depending type of targets (Hall, 
1991). 
 
The main threat to hovering or low flying helicopters is from battlefield surveillance radars (BSR) that 
are capable of detecting helicopters for up 15 km by exploiting the high Doppler signals from the 
fuselage and blades’ flash. Even when the Doppler signals from the helicopter’s skin line or the 
fuselage are masked by clutter background, the Doppler signals from the blades are still available at 
large since they can reach up to 8 kHz (Misiurewicz, 1988). However, the strength of the Doppler 
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signals is low due to the low radar-cross-section of the blades, which leads to shorter detection range. 
The aspect angle between a radar and helicopter also does have effect on detection range (Ahmad & 
Ahmad, 2017). In this study, the search radius of BSR for detecting low flying helicopters is used in 
determining the correlation between the radar detection coverage and degree of terrain masking.   

4.  RESULTS AND DISCUSSION 
 
In this paper, a software environment was constructed for the purpose of investigation, where it 
incorporated a GIS, DEM,  as well as generic BSR characteristics and performances.  
 
4.1 DEM 
 
The DEM of this operation area is shown in Figure 5. The DEM is based on WGS84 World Mercator 
projection. It consists of 19,700,270 raster cells, where the size of each cell is 11 by 11 m. The surface 
elevations are broken into 10 classes through the equal interval method. The raster cells elevations are 
represented by colours as shown by the inset of the figure. 
 
 
 

 

Figure 5: DEM of the operation area. 
 
 
 
4.2 Terrain Masking of a Single Point 
 
Figure 6 depicts the visibility of an observer at 150 m above point A (4.3277 0N, 101.1940 0E) looking 
from 00 to 3600 horizontally and +900 to -900 vertically to targets positioned exactly on each raster cell 
within the operation area. The light green colour represents raster cells or locations that are visible to 
the observer while the pink colour defines the opposite. In other words, the observer is exposed to 
targets lying within the light green areas while concealed to those targets in the pink areas. Table 1 
shows that 7,876,782 (40%) raster cells are visible, whilst 11,823,488 (60%) cells are concealed to the 
observer at point A. Thus, the number cells according to their visibility can be used to indicate the 
degree of terrain masking. 
 
Figure 7 illustrates raster cell visibilities from the same observer at point A looking towards points F 
and Z. Point F lies within the visible areas while point Z is the opposite. Both straight lines represent 
the LoS. 
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Figure 6: Raster cell visibilities of an observer. 

 

 
Table 1: Number of cells based on visibilities. 

Observer height 
relative to ground 

(m) 

Visibilities 
Visible Concealed 

No. of Cells % No. of Cells % 
150 7,876,782 40 11,823,488 60 

  
 
 
 

 

Figure 7: An observer at point A looking towards points F and Z. 
 
 
Figure 8 shows the surface profile from point A to F. The surface terrain from points A to B, C to D 
and E to F are visible to the observer. However, the area from points B to C and D to E are masked. 
Based on this profile, it can be seen that although point F is exposed, there are huge areas that are 
concealed from the observer due to high feature obstruction to the LOS. Hence, the degree of masking 
of a particular point is dictated by the height of its surrounding. By exploiting this factor, a high 
degree of terrain masking can be achieved.  
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Figure 8: Surface profile looking from points A to F. 
 

 

Figure 9 illustrates the surface profile from points A to Z. The high feature at point X provides huge 
concealment starting from points X to Z. However, any target along points X to Z can be made visible 
if its elevation is raised to a certain height. For example, by raising the elevation of a target above 
point Y to 100 m makes it possible to be observed. Thus, the elevation of a target or its offset from 
ground level does contribute to the degree of terrain masking. 

 

 

 

Figure 9: Surface profile looking from A to Z. 
 
 
 

Figure 10 depicts visibility as the observer at point A that is elevated by 50 m from the previous 
height. At this height, more raster cells are visible, especially raster cells at the right side of the figure. 
Table 2 illustrates the visibilities of raster cells at various elevations of point A. As the height or the 
offset of the observer at point A is increased, the degree of masking decreases. This deduction can be 
made pragmatically based on the raster cells visibilities shown in the table. 
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Figure 10: Visibility of observer at point A at 150 m from the ground. 
 
 

Table 2: Visibilities of point A at various offsets from ground level. 

Observer height 
relative to ground 

(m) 

No. of raster cells 
Visible Concealed 

No. of cells % No. of cells % 
50 8,252,181 42 11,448,089 58 
100 11,823,488 60 7,876,782 40 
150 12,663,160 64 7,037,110 36 
200 13,076,284 66 6,623,986 34 

 

4.3 Clipping Consideration 
 
Point O in Figure 11 is placed at the edge of the operation area, where visible and concealed areas are 
represented by green and pink colours respectively. It is very obvious that the upper area of point O is 
clipped by the upper border of the operation area. This is a very important aspect to be considered due 
to the fact that if point O is replaced by a helicopter, then the degree of terrain masking at all angles 
must be taken into consideration. Thus, the top part of the operation area should be extended 
accordingly in order to have reliable data for the purpose of comparison. 
 
 

 

Figure 11: Visibilities clipping at point O. 
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4.4 Terrain Masking of a Path 
 
Points 1 to 10 in Figure 12 represent a path that is 150 m above ground and about 10 km long. There 
are 10 points with distance of 1.11 km between each point. The profile of the terrain along the line 
from points 1 to 10 is shown in Figure 13.  
 

 

Figure 12: A path that is about 10 km long and 150 m above ground. 
 

 

 

Figure 13: Surface profile along the path in Figure 12. 

 
The visibilities along the path is determined by the combination of the visible raster cells from the 10 
points. The light green areas along the path are those surfaces or raster cells that are visible along the 
path as shown in Figure 14. Table 3 shows the number of raster cells based on the visibilities of each 
point. Based on Figure 14 and Table 3, the degree of terrain masking of a path can be determined 
based on the total number of visible cells from the 10 points. Nonetheless, terrain masking at any of 
the 10 points is still important because it indicates the degree of exposure at each point. 
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Figure 14: Raster cell visibilities along the path.  
 

Table 3: Raster cells visibilities for each point. 

Point Lat.  Lon. 
Visibilities 

Visible Concealed 
No. of cells % No. of cells % 

1 101.22800 4.37520 421,225 2 19,279,045 98 
 2 101.22930 4.36570 353,720 2 19,346,550 98 
 3 101.23180 4.35490 433,588 2 19,266,682 98 
4 101.23440 4.34490 562,279 3 19,137,991 97 
5 101.23680 4.33520 475,002 2 19,225268 98 
6 101.23930 4.32540 465,689 2 19,234,581 98 
7 101.24170 4.31570 668,695 3 19,031,575 97 
8 101.24420 4.30590 1,035,275 5 18,664,995 95 
 9 101.24650 4.29610 2,185,960 11 17,514,310 89 
10 101.24900 4.28640 3,292,937 17 16,407,333 83 

Total 9,894,370  187,108,330  
Percentage 5% 95% 

Terrain Masking Index (TMI) 5 

 
A better way of representing the degree of masking terminology is by naming it as terrain masking 
index (TMI). In the case of a point, TMI is the ratio between visible raster cells of a point to the total 
cells within an operation area. For a path, TMI is the ratio between the total number visible raster cells 
of a particular path to the total number of cells within an operation area. Hence, if there is another 
path from points 1 to 10, the degree of terrain masking between these two paths can be compared 
systematically using TMI. 
 
4.5 Correlation Between Terrain Masking and Radar Detection  

Figure 15 depicts the visibility of an observer 150 m above point A with the search radius limited to 
15 km only, which covers about 30% of the total area. The visibility pattern is similar to Figure 6 
except it truncates within a 15 km diameter. The number of visible raster cells represented by light 
green is only 2,543,235, while the number of concealed cells is 3,100,533. The reason for limiting the 
search radius to 15 km is to assimilate the capabilities of BSR in detecting low flying helicopters. 
Thus, if the observer at point A is replaced by a BSR radar, areas detectable or exposed to the radar 
are represented by the light green colour, while the pink colour represents the opposite. Similarly, if 
the observer above point A is a hovering helicopter, then a BSR radar that is positioned in any 
location within the light green areas is able to detect the helicopter.   
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Figure 15: Raster cells visibilities within a 15 km radius. 
 
Figure 16 shows the terrain masking achieved by a helicopter when it is flying using the same route as 
Figure 12, but the radius is limited to only 15 km. Table 4 shows the visibilities of raster cells as the 
radius is fixed up to only 15 km. It is very obvious that the processing time is shorter since the total 
number cell processed is reduced from 197,002,700 cells to only 61,998,920 cells.  Although the 
number of processed cells is reduced, the difference between the two approaches in terms of raster 
cell visibilities is only 3%. Thus, determining the degree of terrain masking based on certain radius 
offers some advantages.  
 

 

Figure 16: Radar exposure along a path. 
 

Table 4: Raster cells visibilities within 15 km radius. 

Pt Lat. Lon. 
Visibilities 

Visible Invisible 
No. of cells % No. of cells % 

1 101.22800 4.37520 415,709 7 5,778,183 93 
 2 101.22930 4.36570 338,217 5 5,855,675 95 
 3 101.23180 4.35490 348,303 6 5,845,589 94 
4 101.23440 4.34490 467,104 7 5,786,788 93 
5 101.23680 4.33520 375,946 6 5,817,946 94 
6 101.23930 4.32540 395,442 6 5,798,450 94 
7 101.24170 4.31570 477,781 8 5,716,111 92 
8 101.24420 4.30590 578,093 9 5,615,799 91 
 9 101.24650 4.29610 717,389 12 5,476,503 88 
10 101.24900 4.28640 967,864 16 5,226,028 84 

Total 5,081,848  56,917,072  
Percentage 8% 92% 

Radar Exposure Index (REI) 8 

 



  
 

329 
 

A better way of representing the degree of masking limited by certain radius in order to imitate radar 
coverage is by naming it as radar exposure index (REI).  In the case of a point, REI is the ratio 
between the number of visible raster cells of a point to the total number of raster cells within a 
particular radius. For a path, REI is the ratio between the number visible raster cells of a particular 
path to the total raster cells within a particular radius. 
 
As mentioned earlier, if a point or route is located at the edge of an operation area, then the result may 
not be comprehensive for the reasons stated earlier. To overcome this problem, the length of the 
search radius can be used as a yard stick for map extension. 

4. CONCLUSION 
 
Earth surfaces or terrain profiles that are represented by raster cells can be used pragmatically in 
determining the degree of terrain masking or radar exposure based on LoS. By applying this unique 
property, the visibilities of the raster cells relative to a particular point or path can be used as metric 
for terrain masking or radar exposure quantifier. TMI or REI can be used as a quantifier metric in 
evaluating hovering points or paths for helicopters during pre-flight planning, which can subsequently 
enhance helicopter survivability. For future studies, these indices can be combined with other 
considerations, such as topographic information from digital surface models (DSM), in order for the 
pilots to come up with more exhaustive pre-flight planning. 
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